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Preface 

The workshop "Nonhnear MHD Waves and Turbulence" was held at the Ob-
servatoire de Nice, December 1-4, 1998 and brought together an international 
group of experts in plasma physics, fluid dynamics and applied mathematics. 
The aim of the meeting was to survey the current knowledge on two main 
topics: (i) propagation of plasma waves (like Alfven, whistler or ion-acoustic 
waves), their instabilities and the development of a nonlinear dynamics lea­
ding to solitonic structures, wave collapse or weak turbulence; (ii) turbulence 
in magnetohydrodynamic flows and its reduced description in the presence 
of a strong ambient magnetic fleld. As is well known, both aspects play an 
important role in various geophysical or astrophysical media such as the ma-
gnetospheres of planets, the heliosphere, the solar wind, the solar corona, the 
interplanetary and interstellar media, etc. 

This volume, which includes expanded versions of oral contributions pre­
sented at this meeting, should be of interest for a large community of resear­
chers in space plasmas and nonlinear sciences. Special effort was made to put 
the new results into perspective and to provide a detailed literature review. 
A main motivation was the attempt to relate more closely the theoretical un­
derstanding of MHD waves and turbulence (both weak and strong) with the 
most recent observations in space plasmas. Some papers also bring interesting 
new insights into the evolution of hydrodynamic or magnetohydrodynamic 
structures, based on systematic asymptotic methods. 

We wish to express our special thanks to the lecturers for their stimula­
ting presentations and to all the participants who contributed to the success 
of this meeting. We also gratefully acknowledge the support of the staff of the 
Laboratoire Cassini (CNRS UMR 6529) and of the Observatoire de la Cote 
d'Azur whose contribution was capital in the organization. The workshop 
beneflted from support from CNRS through the Croupes de Recherche "Pro­
pagation des Ondes en Milieux Aleatoires ou Nonlineaires" and "Mecanique 
des Fluides Ceophysiques et Astrophysiques" and from INTAS Project 96-
413. 

Nice T. Passot 
June 1999 P.L. Sulem 
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Nonlinear Phenomena Involving Dispersive 
Alfven Waves 

P.K. Shukla and L. Stenflo 

Fakultat fur Physik und Astronomie, Ruhr-Universitat Bochum, D-44780 
Bochum, Germany, and Department of Plasma Physics, Umea University, 
SE-90187 Umea, Sweden 

Abstract. This paper presents a comprehensive review of hnear and nonhnear di­
spersive Alfven waves in a magnetized plasma. For illustrative purposes, we start 
with small amplitude Alfven waves and their relation with other low-frequency 
plasma modes in a uniform plasma. We then show that dispersive Alfven waves 
can be excited either by electron beams or by high-frequency external pump wa­
ves. Finite amplitude dispersive Alfven waves interact with the background plasma 
as well as with themselves, giving rise to a number of interesting nonlinear phe­
nomena, which are described here. The nonlinear effects produced by dispersive 
Alfven waves include three-wave decay interactions, wave-amplitude modulations 
and wave-filamentation, density profile modification, as well as self-organization 
in the form of vortical structures, and routes to chaos. The nonlinear effects, as 
discussed here, can be of relevance to the generation of low-frequency turbulence 
and the modification of the background plasma density in the Earth's ionosphere 
and magnetosphere, as well as to the large amplitude coherent nonlinear structures 
which are frequently observed in auroral plasmas. 

1 Introduction 

The Alfven wave is classic in plasma physics. In an Alfven wave, the 
restoring force comes from the pressure of the equilibrium magnetic field, 
and the ion mass provides the inertia. The propagation of low-frequency (in 
comparison with the ion gyrofrequency ujd) nondispersive Alfven waves is 
governed by the ideal magnetohydrodynamic (MHD) equations. The inclusion 
of finite particle inertia, Larmor radius effects, etc. provides the dispersion 
of the Alfven waves and their coupling to other plasma modes. In space 
and laboratory plasmas, finite amplitude Alfven waves are excited by many 
sources such as energetic charged particle beams, nonuniform background 
plasma parameters, electrostatic and electromagnetic waves. The dispersive 
Alfven waves have wide ranging applications (e.g. Hasegawa and Uberoi, 
1982) in space, fusion, and laboratory plasmas. Leneman, Gekelman and 
Maggs (1999) have recently observed shear Alfven waves in the Large Plasma 
Device at UCLA. 

Finite amplitude Alfven waves can cause a number of nonlinear effects. 
The latter include parametric processes such as three-wave decay interactions 
(Sagdeev and Galeev, 1969; Brodin and Stenflo, 1989), stimulated Compton 

T. Passot and P.-L. Sulem (Eds.): Proceedings 1998, LNP 536, pp. 1-30, 1999. 
© Springer-Verlag Berlin Heidelberg 1999 



2 P.K. Shukla and L. Stenflo 

scattering instabilities (Shukla and Dawson, 1984), modulational and filamen-
tational interactions (Shukla and Stenflo, 1985; Stenflo, Yu, and Shukla, 1988; 
Shukla and Stenflo, 1989a; Shukla and Stenflo, 1989b; Shukla et al, 1999a), 
as well as the modiflcation of the background plasma number density by the 
Alfven wave ponderomotive force (Shukla and Stenflo, 1985; 1995; Shukla et 
al, 1999a). On the other hand, multi- dimensional dispersive Alfven waves 
are also subjected to a spatial collapse (Passot and Sulem, 1993; Shukla et 
al, 1998; Champeaux et al, 1997, 1999), which may cause dissipation of the 
Alfven wave energy in magnetoplasmas. 

Recently, there has been a great deal of interest in understanding the 
nonlinear properties (Shukla and Stenflo, 1985; Stenflo and Shukla, 1988, 
Hada, 1993; Shevchenko et al., 1995; Mishin and Foster, 1995; Shukla et al., 
1996; Champeaux et al., 1999) of dispersive Alfven waves. This is a neces­
sary prerequisite in interpreting the numerous observations of large amplitude 
low-frequency dispersive electromagnetic waves in space plasmas. In this pa­
per, we shall focus our attention on some of the most important nonlinear 
phenomena involving dispersive Alfven waves. Speciflcally, we shall consider 
the excitation of dispersive Alfven waves and the nonlinear effects that are 
introduced by these waves. Special attention shall be paid to the parame­
tric processes as well as to the formation of coherent nonlinear structures 
and the transition to chaos, which are all of great importance in many bran­
ches of physics. The pattern formation and chaotic motion thus describe the 
nonlinear dynamics of various scale size disturbances which are nonlinearly 
interacting in a driven dissipative system. The appropriate djTiamical equa­
tions for studying the amplitude modulation of a dispersive wave packet as 
well as vortical and chaotic motions are the nonlinear Schrodinger equation, 
the Ginzburg-Landau equation, the Henon-Heiles equation, and the Lorenz 
equations that have been widely employed to investigate the nonlinear dy­
namics of wave motions in nonlinear optics, in ffuids, in superconductors, as 
well as in astrophysical plasmas and in atmospheric physics. 

The manuscript is organized in the following fashion. In section 2, we 
brieffy review the linear properties of Alfven waves in a homogeneous ma-
gnetoplasma. In section 3, we show that dispersive Alfven waves are excited 
by electron beams as well as by electron whistlers and lower-hybrid (LH) 
waves. Finite amplitude dispersive Alfven waves are subjected to a class of 
parametric instabilities including the three-wave decay interaction and the 
modulational/fllamentation instabilities, which are discussed in sections 4 
and 5. Furthermore, we have found that large scale plasma density perturba­
tions can be created by the ponderomotive force of dispersive Alfven waves. 
The self-interaction of Alfven waves and the formation of vortices in a multi-
component magnetoplasma are considered in section 6. Section 7 presents 
an investigation of chaotic Alfven waves in a nonlinear dissipative medium. 
Finally, section 8 contains a summary of our flndings and points out possible 
applications to space plasmas. 
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2 Dispersive Alfven Waves in a Uniform Plasma 

We shall now shed some light on the linear properties of dispersive Alfven 
waves, which are either governed by the Hall-MHD or by the two-fluid model 
of a low-/3 (/3 <C 1) uniform magnetoplasma, where (3 is the ratio between the 
kinetic and magnetic pressures. The dispersion relation is then (e.g. Brodin 
and Stenflo, 1990) 

(^2 _ klv\) I?„(^ ,k) = ^2fc>2 (^2 _ ^2^2) ^4/^2. ̂  (1) 

where Dm{(^, k) = ct;** — uj'^k'^{v\ + v'^)+ k'^k'^v\v'^, uj is the wave frequency, 
k (= k^ + kzi) is the wave vector, VA = Bo/(47rnomj)-'^/^ is the Alfven velo­
city. Bo is the strength of the external magnetic fleld which is directed along 
the z-axis, n-o is the unperturbed plasma number density, mj is the ion mass, 
and Vs the ion sound velocity. 

In the low-frequency limit {uj <C oJd = eBo/niiC, where e is the magnitude 
of the electron charge and c is the speed of light), Eq. (1) reproduces the 
standard dispersion relation for Alfven and magnetosonic waves. On the other 
hand, for wave propagation along the external magnetic fleld (i.e. k^ = 0 ) , 
we obtain (Shukla and Stenflo, 1995) from (1) for Vg >C VA, 

7 2 2 
k/UA = (2) 

which describes the propagation of electromagnetic ion-cyclotron-Alfven (EM-
ICA) waves. The +(—) sign corresponds to the right- (left-) hand polarization. 

The flnite magnetic-fleld-aligned wave electric flelds, the ion polarization 
drift, the Hall eflect, and the flnite Larmor radius and parallel (to the unit 
vector z) electron inertial eflects are responsible for the Alfven wave disper­
sion. In a low-/3 (/3 <C 1) plasma, we have (Shukla et al, 1999b) 

{l + klXl){l + klXJ) 
1 2 2 
k, Pi (3) 

where Ag = c/ujpe is the electron skin depth, ujpe is the electron plasma 
frequency, TeiTi) is the electron (ion) temperature, pi = vu/uJci is the ion 
Larmor radius, vtj = {Tj/nijY/'^ is the thermal velocity of the particle spe­
cies j {j equals e for the electrons and i for the ions), Aj = c/ujpi is the ion 
skin depth, and ujpi is the ion plasma frequency. We note that the parallel 
dispersive term (the k^Xf— term) is ascribed to the flnite uj/uJci-eSect which 
arises when the ion inertial and ion Lorentz forces are treated on an equal 
footing, whereas the term involving 3/4 comes from the ion-flnite Larmor 
radius effect. The term Tp/Ti originates from the parallel electron kinetics. 
In a plasma with Tf,^Ti, the perpendicular dispersion solely arises from the 
parallel electron pressure gradient force, and the bracket in (3) is thus repla-
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ced by l + fej^yO^, where p^ = {Te/miY^'^/LVd = Cs/LVd is the ion gyroradius at 
the electron temperature. Thus, the frequency of the dispersive Alfven waves 
in a cold ion plasma is 

kW. Jl ^ '^z'^A /i , ,̂ 2 „2 
(l + fciA2)(l + fc2A2) 

(l + fcip2)^^2^^ (4) 

For fc^Ae >C 1 and fc^Aj <C 1, (4) reduces to (Stefant, 1970; Hasegawa and 
Chen, 1975) 

u: = k,VA{\^k\f?,)'l\ (5) 

which is the well known frequency of the kinetic Alfven wave (KAW) in 
a medium /3(me/mj <C /3 >C 1) plasma, where mg is the electron mass. 
Its group velocity is \g = Vg^z + v^^, where Vgz = VA{1 + k^plYf^ and 
Vg± = {k1p1v\/uj)\i±^ are the parallel and perpendicular components of the 
group velocity. It follows that the KAW is a forward wave in the direction 
parallel (as well as perpendicular) to the equilibrium magnetic field. We note 
that (5) also follows from (1) in the limits k^ ^ k and uj/k±^ ^ Vg ̂  VA-
The dispersive terms in (5), which can be regarded as corrections, arise from 
the ion polarization (or the perpendicular ion inertia) drift. The polarization 
drift is proportional to the particle mass multiplied by the time rate of change 
of the wave perpendicular electric field, and is therefore dominated by the 
ions. We see that the KAW dispersion remains finite even when Tj = 0. 

Furthermore, when the parallel wavelength is shorter than Aj, and k^X^ >C 
1, we obtain from (4) 

u;^u;,i{l + klpl)'l\ (6) 

which is the frequency of the electromagnetic ion-cyclotron (or the high-
frequency dispersive Alfven wave) in a warm plasma with Tg ^ Tj • 

In an extremely low-/3 (/3 <C mg/mj) plasma, when the parallel phase 
velocity {uj/kz) is much larger than Vf,, and fc^Aj <C 1, the dispersion relation 
for dispersive Alfven waves in a cold plasma reads 

k.VA (^^ 

(l + fciA2)l/2 ' 

which is the frequency of the dispersive inertial Alfven wave (DIAW) (e.g. 
Shukla et at, 1982; Lysak, 1990). 

The DIAWs have positive (negative) perpendicular group dispersion for 
k±Xe > l/2{k±Xe < 1/2). The group velocity of the dispersive inertial 
Alfven wave is Vg = VgjL + v^^, where Vg^ = k^v\/uj{l + k\X^) and v^^ = 
—ct;Agkperp/(l -\- k\X^). It follows that the DAW energy propagates in the 
forward (backward) direction along (across) the magnetic field lines of force. 
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On the other hand, for k±Xf, <C 1, k±pi <C 1, and Tj <C Te we obtain from 

(3) 

kzVA 
(l + fc2A2)l/2 ' (8) 

which is the frequency of the magnetic field-ahgned dispersive Alfven waves. 
Finally, for fc^Aj <C 1 (or uj <C c^ci) and k±Xf, ^ 1, (4) gives the frequency 

of the modified convective cell 

^ ^ / ^ V 2 / i , ; 2 2 \ l / 2 ff.\ 

where ujce = eBo/nieC is the electron gyrofrequency 

3 Generation of Alfven Waves 

The dispersive Alfven waves can by excited by linear as well as nonlinear 
processes. The linear process involves magnetic field-aligned electron beams 
or sheared magnetic fields. On the other hand, the nonlinear processes usually 
require the presence of large amplitude high-frequency electromagnetic or 
electrostatic drivers in the plasma. 

3.1 T h e E x c i t a t i o n b y E l e c t r o n B e a m s 

Let us consider Alfven wave excitation in the presence of an equilibrium 
electron current JQ = —noeuo in a Maxwellian plasma. Here, the parallel 
component of the per turbed electron current density in the wave electric 
field is 

* . - - S ^ 2 ^ ( t ) . (10) 

where E^ is the parallel component of the wave electric field, Z' the derivative 
of the s tandard plasma dispersion function with its argument ^^ = {^ — 
kzUo)/^/2kzVte, and Xu^ = (Te/47rnoe^)-'^/^ the electron Debye radius. For 
^e "C 1, (10) becomes 

'J p. 7. 'J ^ ez A^klXl^ 
. ^{uj-kzUo) 

2 k^Vte 

The perpendicular component of the plasma current density is 

,noec ujujci 

(11) 

-%-Bo ^i. 
, E ^ . (12) 
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From V • J = 0, we then obtain 

4^k, -E, =- l + « 
•K {UJ - k^Uf)) 

2 k^Vte 

On the other hand, from the Maxwell equations we have 

2 2 
2 2 '^Vi'^ rZ ̂  C E k^kzC Ez 

E, (13) 

(14) 

Combining (13) and (14) we obtain the dispersion relation 

^H 1 - i 
2 k^Vte 

Letting uj = UJH + «75 in (15), we obtain for 75 < UJH the growth rate 

(15) 

/TT \k/uo-ujH\ 

V 8 fc^Wte 

if 

| Jol> 
npevAJl + kjp^,)^/^ 

(l + fc2A2)i/2(i + fc^A2)i/2 

(16) 

(17) 

The physical mechanism of the above instability is similar to the Cerenkov 
process in which the beam electrons resonantly interact with the dispersive 
Alfven waves to drive the latter at non-thermal levels. 

3.2 P a r a m e t r i c E x c i t a t i o n 

The dispersive Alfven (DA) waves can also be parametrically excited 
either by high-frequency electromagnetic or by electrostatic waves. In the 
following, we first consider the parametric excitation of DAWs by electron 
whistlers (Chen, 1977; Shukla, 1977, Antani et at, 1983; Stenflo, 1999), and 
then formulate the problem of the DA wave excitation by lower-hybrid (LH) 
waves. 

Let us consider the presence of a circularly polarized whistler pump of 
the form 

Eo = Eo± exp(«ko • r — iujot) + compl. conj, (18) 

in a uniform plasma with an external magnetic fleld BQZ. Here, E Q ^ is the 
perpendicular (to z) component of the pump electric fleld, which is supposed 
to be much larger than the parallel component ZEQZ- The whistler wave 
frequency for ujd, ojpi ^ UJ < uJce and ujpe ^ k^c is 

LOO = kokozC^LVce/L^le: (19) 
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where kg = kox^ + ÔzZ is the wavevector. 
The nonhnear interaction between the whistler pump and DA waves {uj, k) 

generates Stokes {uj — UJQ, k — ko) and anti-Stokes {uj + UJQ, k + ko) whistlers, 
where UJ -^ UJQ. The wave equations for the two whistler sidebands are (Chen, 
1977; Shukla, 1977) 

D^Ex^=T-'-^aAi±), (20) 

where 

and 

n / 4 / ; 2 2 2 \ ; 2 2 / 2 

a± = T«(/3o ± /3±)cos6'± + (1 ± /3o/3±)sin6'±, 

with /3± = ujl^^ujo/klc^ujce, cos6'± = ê ; -e.^^, e.^^ = k^±/|A;^±|, £;o(+) = EQ 
and Eo{—) = EQ. Ftirthermore, the subscript x denotes the x component 
of the corresponding quantities, and SnA{-€i no) is the quasi-neutral density 
perturbation associated with the DA waves. The latter accompany electro­
magnetic fields of the form E^ = —V(/)A — c^^dfA^z and B ^ = —z x VA^, 
where (f> is the scalar potential, and A^ is the z— component of the vector 
potential. The compressional magnetic field perturbation of the DA waves 
has been neglected in view of the low-/3 approximation. 

The dynamics of the DA waves in the presence of the whistler pondero-
motive force is governed by 

dtSuA + -^d,y\A, = 0, (21) 
47re 

dt (1 - A^Vi) A, + cd, (4>A _ ? ^ ^ V _ca,V, (22) 
V e no J 

and 
{d-t+oji:)5nA-'^yl4>A=Q, (23) 

which are the electron continuity equation, the parallel component of the 
electron momentum equation, and the ion continuity equation, respectively. 
In (21) and (22), we have replaced the electron fluid velocity v^z of the DAW 
by {c/Aimoe)y\Az. Furthermore, the whistler ponderomotive potential is 

V-= 1 5 ^ (So .S . -« - - K.̂ =.+ 0 • (24) 
Bou)o 

Combining (21) to (23) we obtain 

dl {dl + u;i - clVl) SUA - ^d^{l - A^Vi)<5n^ = - ^ S . ^ V i ^ . (25) 
C^ TO,-
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Assuming that Sn^ is proportional to exp(«k • r — iujt), we find from (25) 

CASHA = -ino [EoxEx Eox^x+aX) (26) 

where 

eA=co'[l+{l + klXl)/klX^] 1 2 2 

Substituting for Ex± from (20) into (26), we obtain the desired dispersion 
relation 

Eox 
CA = k,c 

Bn 

2 I ,2 

^ ^ D 
(27) 

T 

We now examine (27) for the resonant decay instability. For this purpose, 
we ignore the upper-sideband _D+, as being off-resonant, and treat the low-
frequency DA and the lower-sideband (-D-) as resonant normal modes. That 
is, we let LU = LUJJA + «7A and LU^ = LUJJA — t̂ o + «7A = —^w + «7A, where 
^DA = ' ^ /A(1 + A;5[p2)i/2/(i _̂  A;2A2)V2^ t^^ = \k^_k_\c^ujce/i^le^ and 7^ is 
the growth rate. The dispersion relation (27) then reduces to 

(7A+rA)(7A+A,) 
fOeA\ fdD^ 
^ ' U1=U1DA ^ OJ— = — OJu 

-klc^'^ 
^0 

En 

Bn 
(28) 

where FA and F^u are linear damping rates of the whistler wave and the 
dispersive Alfven wave. It is easy to show that 

dcA/div = 2ĉ  (1 + klX^i + +klXl) /klXi 

and 

Setting 7A = 0 in (28), we obtain the threshold electric field 

cE, Ox 

B. QCS 
> 

ALJILJOAU^I^FAF^ (1 + klXl + fcJA^) 

The growth rate above the threshold is 

7A k I c-
'He t^O 

kzWa—\E{)x 

^DAJ {I + klX^^ + klXl) 1/2 
Bn 

(29) 

(30) 

Next, we consider the excitation of long parallel wavelength (in compa­
rison with Aj) DA waves by large amplitude electrostatic lower-hybrid (LH) 
waves. For this purpose, we derive the 3D equations for nonlinearly coupled 
DA and LH waves that are propagating obliquely to an external magnetic 
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field. We note tha t the phase velocity of the LHW is much larger than the 
electron and ion thermal velocities, and tha t the LHW frequency is smaller 
(larger) than the electron (ion) gyrofrequency. On the other hand, the par­
allel (to z) phase velocity of the low-frequency (in comparison with the ion 
gyrofrequency ujd) DA waves can be either smaller or larger than the electron 
thermal velocity. 

By substi tuting the appropriate fluid velocities for the LH and DA wa­
ves in the charge density conservation equation, we readily obtain the wave 
equation for LH waves 

d-^v, no J 
V±4>L + d, 

pe 

SnA_\ 

no J dz4>L 

- V ' 

,2 

5nA_ 

no 

SUA 

+ d1 [aiVi + a^Wldl + a^dj] </> 

' ^ 5 t ( z X V</>L • V 
^ce. \ no Bi 

-dt (z X V<f>A • VVi</>L) 

e (^. pt 
dtV^ • [{dtV^4>A) di^y^4>L\ + -^dt [z X V A , • ydi^d^L] 

Bo 

BOUJI 
-dtV • (z X V4>A • W^4>L + z X V4>L • VV^4>/ (31) 

where (})L is the electrostatic potential of the LHW, SUA = no{c/BooJci)'^\4'A 
is the quasi-neutral density perturbat ion associated with the DA waves, and 
a i , 02, 03 are the coefficients of the thermal dispersion of the LH waves. 

On the other hand, in a dense magnetoplasma with ujpi ^ uJd, the ap­
propriate equations for the nonlinear DA waves in the presence of the pon-
deromotive force of the LH waves are 

c Bonii 
< z X V(/)L • VVJ^(/)|^ > +compl. conj. 

and 

c2 

BOUJL 

dt{l-

[< z X V<Pl 

TO, 

- A^Vi) 

• yd,4>L 

-I 

A, 

>] 

(^t V ^ 1 V î  

+ cd^(l)A 

— compl. 

'L\ , 

-cp': 

conj 

dzVl4>A 

ec 

2TOe'̂ £ 
d.\dAL\\ 

(32) 

(33) 

where df = dt + {c/Bo)z x V(f)A • V, d^ = 9^ — Bg ^z x VA^ • V, LVL 
2\V2i K , / (f + u;lkl/u;lk^y''] (1 + m^kl/m^k L 2 \ 1 / 2 is the LH wave frequency. 

and the asterisk stands for the complex conjugate. The angular bracket de­
notes the ensemble average over the LH wave period. 
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Equations (31) to (33) are the desired equations for studjdng the para­
metric excitation of DA waves by LH waves. They can be analytically as 
well as numerically analyzed in order to investigate three-wave decay and 
modulational interactions. 

4 Nonlinear Effects Caused by Inertial Alfven Waves 

Large amplitude dispersive Alfven waves nonlinearly interact with the 
background plasma as well as among themselves. In this section, we pre­
sent an investigation of the nonlinear effects produced by finite amplitude 
DIA waves interacting with the plasma slow motions in a uniform magne-
toplasma. Specifically here we focus on the ponderomotive force of the DIA 
waves that creates magnetic field aligned quasi-stationary (supersonic) den­
sity humps (cavities), and examine the parametric instabilities of a coherent 
DIAW. Furthermore, it will also be shown that the nonlinear DIA waves can 
propagate in the form of a dark (bright) envelope soliton when the DIWs are 
modulated by quasi-stationary (finite frequency) electrostatic perturbations. 

We consider the nonlinear propagation (in the x—z plane) of low-frequency 
(in comparison with the ion gyrofrequency), long parallel wavelength (in com­
parison with the collisionless ion-skin depth) finite amplitude DIA waves in 
a magnetoplasma. In the DIAW fields, the perpendicular (denoted by the 
subscript _L) and the parallel (denoted by the subscript z) components of the 
electron and ion fluid velocities are given by, respectively, 

Ve± « (c/Bo)E^ X z, (34) 

and 
Vi^ « (c/Bo)E^ X z + {c/Bouj,i)dt'E^. (35) 

On the other hand, the parallel component of the electron and ion fluid 
velocities in the parallel electric field of the dispersive lAW are determined 
from 

dtVez = -eE^/'ITle, (36) 

and 
dtVi^ = eE^/nii. (37) 

The y component of the lAW magnetic field By and the lAW electric fields 
are related by Faraday's law 

dtBy = cd^^E, - cd,E^,. (38) 

We now derive the relevant dynamical equation for the DIA waves, taking 
into account the nonresonant electrostatic density perturbations Sug that are 
created by the ponderomotive force of the DIA waves. For this purpose, we 
combine the parallel component of the Ampere law with (36) to obtain 
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On the other hand, by inserting (34) and (35) into the conservation of 
the current density equation (viz. V • J = 0) and ehminating the parahel 
component of the plasma current density from the Ampere law, we have 

dtE, = - ^ f 1 - ^ " j d^By, (40) 

where Sng/no <C 1. For large density perturbations, i. e. Sng/no > 0.2, one 
could extend the validity of (40) by replacing 1 — Sng/no by (1 + Sng/no)^^. 

Eliminating E^ from (38) and (40) we find (Shukla et al, 1999a) 

d^By-cdlE^ = vll^l-^-^yiBy. (41) 

Combining (39) and (41) we finally obtain the DIAW equation 

(a? - . i a ^ - Xldldl) By+^-^ {v\dl + Xldldf) By = 0, (42) 

where the last term in the left-hand side of (42) arises from the nonlinear 
coupling between the DIAWs and the slow density perturbations that are 
produced by the DIAW driving force. We note that (42) accounts for small 
amplitude density changes that are created by the ponderomotive force of 
the DIAWs. It is not valid for large density perturbations. 

The parallel component of the driving force of the dispersive DIAWs 
can be calculated by averaging the parallel component of the convective 
rrijVj • Vvjz and Lorentz force {QJ/C) (VJ^ X B ^ ) terms over the I AW pe­
riod 'l-n ju), where qi = e and q^ = —e. The ponderomotive force of the DIAW 
produces a space charge ambipolar potential (f and density perturbations 
Srijs = rijs — no. The magnetic field-aligned force balance equation for non-
resonant electrostatic disturbances in the presence of the driving force of the 
DIAW is 

rji 

- ^ (z • (v*^ X B^)) = -qjd,^ - -^d, n,-„ (43) 
C ^ j s 

where Vjg is the magnetic field-aligned particle velocity involved in the nonre-
sonant electrostatic disturbances, and the angular bracket denotes averaging 
over the DIAW period. The bracket terms in the left-hand side represents the 
ponderomotive force, and the asterisk the complex conjugate. 

For low parallel phase velocity (in comparison with the electron thermal 
velocity) electrostatic waves, we can neglect the parallel electron inertial force 
in (43). Adding the inertialess electron and inertial ion versions of (43) under 
the quasi-neutrality approximation n^s = riis = rig, we obtain 

midtVis + ^ ( J l • VE,) - — {z-{3lx B^)) 
UQUJ UQC 
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„2 

+ -r^d, l\E,\') = -Tdjn n„ (44) 

where T = T^ + Ti and the perpendicular component of the plasma current 
density is given by J ^ = —i{noecuj/Bo(^ci)'^±- Inserting this expression for 
J ^ into the left-hand side of (44), we obtain the resulting formula for the 
quasi-stationary {vis = 0) density tha t is modified by the ponderomotive 
force of the DIA waves 

We note tha t Bell an and Stasiewicz (1998) overlooked the importance of the 
density hump contribution [the | E ^ | - term in Eq. (45)], which arises from 
the combination of the ion advection and Lorentz ion forces, and suggested 
tha t the parallel component of the electron ponderomotive potential [the 
\Ez\ - term in Eq. (45)] is responsible for the magnetic field-aligned density 
cavities. However, for DIAWs (with uj <C c^ci and k^Xi <C 1) we have E ^ = 
{k^ujce(^ci/^'^k'^)Ezii±, which inserted in (45) yields (Shukla et al., 1999a) 

n-s = noexp (e^ < \Ez\'^ > /inieTiv'^k'^^Xl) = no exp (< \Byf > /167rnoT) . 
(46) 

Thus, the ponderomotive force of the DIA waves can create only magnetic 
field-aligned quasi-stationary density humps. When the wave magnetic energy 
density is much smaller than the thermal energy density of the plasma, we 
obtain from (46) 

Sns=<\By\^ >/167rT, (47) 

where Sng = (n — no) >C no. 
On the other hand, inclusion of the parallel ion inertial force in (43) leads 

to driven ion-acoustic waves 

(d^ - cldl) Sn, = - - ^ d l < \By\^ > , (48) 

where the perpendicular wavelength of the driven ion-acoustic waves is as­
sumed to be much larger than the ion gyroradius at the electron tempe­
rature. For d1 <C c^dl, Eq. (48) reduces to (47). Equation (48) in addition 
can depict supersonic density cavities produced by the DIAW ponderomotive 
force. Equations (42) and (47) [Eq. (48)] are our desired set for studying the 
nonlinear propagation of DIAWs in the presence of quasi-stationary [nonsta-
tionary] electrostatic density perturbations. 

In the following, we consider the parametric instabilities of DIAWs. For 
this purpose, we decompose the DIAW field as By = Byoexp{iko • r — iujot) 
+ compl. conj. + By^ exp(«k± • r — iuj±t), where Byo{By^) is the magnetic 
field of the DIAW pump (sidebands), LVQ = k^oVA/i^ + ^^o^e)^^^ the pump 
frequency, uj± = n±uJo, k± = K ± k o , and i7(K) the frequency (wavevector) 
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of the low-frequency electrostatic oscillations. Thus, (42) and (48) can be 
Fourier transformed and combined to yield the nonlinear dispersion relation 

n'-Kici = KicWn,^P^^J2j^^ (49) 
- 2 2 7^2 ^ 2 . . 2 l-Pj/0 

IGTTOOT ^-^ DA± ' 

where -DA± = '^±(1 + ^^i^e) ~ ^zi'^'A- -ft can be shown that for Kg^ <C A;j;o, 
the latter takes the form ±2ct;o(l + ̂ KO^e)('^ ~ K^Vgo =F <̂ )) where Vgo = 
kzOv\/(^o{^ + k'^0'^'e) is the group velocity of the pump and (5 = K'^v\/2uJo{l + 
fc^gAg) a small frequency shift arising from the nonlinear interaction. 

Equation (49) can be analyzed for three-wave decay and modulational 
interactions. For the three-wave decay interaction, we can assume DA- to be 
resonant and ignore the upper sideband DA+, which is off-resonant. Letting 
i? = KzCg + i'fi and K^Vgo — (5 « K^Cg, we obtain the growth rate 7J from 
(49) 

7i = (if,c,^o)'/ ' |Byo|/8[(l + klo>^l)7,noT]'/^. (50) 

On the other hand, for the modulational interaction, both the upper and 
lower sidebands are resonant (viz. DA± = 0, whereas the low-frequency per­
turbations are non-resonant. Here, (49) takes the form 

in'-K',cl)[in-K,Vgof-S'] = KtcyA\Byo\'/S27rnoTil + kloXlf. (51) 

Equation (51) can be analyzed in two limiting cases. First, for i? <C K^Cg, 
we have 

i? = K^VgO ± 
•^2 K^zvllByo? 

1/2 

(52) 
3 2 ^ 0 ^ ( 1 + kloXl)^ 

which predicts an oscillatory instability when 

\Byo\'>87vnoTKl{l + kloXl)/kl 

. The maximum growth rate of that instability is 

if.o«A|Byo|/V32™oT(l + kloXl) 

. Second, for i?^ ^ K'^c^ and i? ̂  K^Vgo, Eq. (51) reduces to 

n' = ((5V2) ± [((5V4) + KyAcl\Byo\VS2^noT{l + kl^Xlf] ^'^ . (53) 

Equation (53) also admits an oscillatory instability. 
Next, we consider the nonlinear evolution of the modulated DIAW pack­

ets. We assume that the DIAW magnetic field changes slowly due to the 
nonlinear interaction with electrostatic density perturbations. Accordingly, 
introducing the concept of two time and space scales and writing By as 
By{x, Z) exp{ikzZ + ik^x — iujt), where uj = kzVA/{l + fc^Ag)-'-/^, we obtain 
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from (42) and (47) the cubic nonlinear Schrodinger equation (Shukla et al., 
1999a) 

2t^^dzBy + KdtBy - ' '' By = 0, (54) 

where dzBy <C k^By. 
The convective stability of a constant amplitude (Byo) dispersive I AW 

packet against magnetic field-aligned quasi-stationary density perturbations 
can be investigated from (54) by standard techniques. The dispersion relation 
for convective stability, for our purposes, reads 

K! = ^{Kl + \Byon, (55) 

where the parallel and perpendicular wavenumbers, which are denoted by 
K^ and K±, respectively, of the quasi-stationary density modulations are 
normalized by uj'^/2kzv'^. Furthermore, the magnetic energy density of the 
pump |Bj,o|^/87r is in units of noT. It follows from (55) that the DIA waves 
are stable. 

Let us now discuss the asymptotic state of the spatially modulated DIA 
wave packet. For this purpose, we seek a solution of (54) in the form (Hase-
gawa, 1975) 

By = \JG{X, ZO) exp f — / a{x , z^)dx \ , (56) 

where 

G{x, zo) = Go [l - 7osech^ (a;/xo)] , (57) 

and zo = ZuP"/kzv\,XQ = S^/nnoTXe/^/'joGo- Here, Go is the value of G 
when \x\ —̂  oo, a is a phasor, and 70 is an arbitrary constant. This type of 
envelope soliton solution, given by (56), is called a dark soliton (referring to 
nonlinear optics). The latter can be ducted in self-created density channels 
over long distances. 

Furthermore, in order to study the long term spatio-temporal evolution 
of (42) and (48), we must invoke the slowly varying envelope approximation 
on (42) and solve the pair by means of a numerical scheme. It is likely that 
the coupled equations admit stationary solutions in the form of supersonic 
density cavities which may trap spatially localized DIA magnetic fields. 

5 Ampli tude Modulation of Kinetic Alfven Waves 

Nearly two decades ago, Mikhailovskii et al. (1977) pointed out possi­
ble existence of kinetic Alfven wave (KAW) envelope solitons due to the 
amplitude modulation of a coherent KAW by quasi-stationary density and 
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magnetic field perturbat ions across BQZ in a plasma in which the electron 
and ion temperatures are equal. Here, we relax the latter approximation 
and present a general description of the nonlinear propagation and modula-
tion/filamentation of the KAW (Shukla et al., 1998a). In addition, we discuss 
self-focusing of the KAW and cylindrically-symmetric kinetic Alfven envelope 
solitons. 

The nonlinear interaction of a finite amplitude KAW with quasi-stationary 
density and compressional magnetic field perturbat ions gives rise to an enve­
lope of waves. Employing the eikonal operator representation, which implies 
letting uj = ujQ + idt and k = ko — «V in Eq. (5), where ct;o(ko) is the 
pump frequency (wavevector), and appljdng the W K B approximation, viz. 
dtB± <C uJoB±, we find tha t the envelope evolves according to 

here Vg = dujo/dho is the group velocity, UJQ = i?^o(l + Q^^lo/'s)' ^^Ao = 
kozVA, a = 1 + ?>Ti/ATe, and B±^ the perpendicular (to z) component of the 
KAW magnetic field. In Eq. (58) we have used the frozen-in-field concept 
and have thus set n-j/B = constant. We have also let n-j = no + 5n and B = 
Bo + SBz, where SBz{-€i Bo) is the quasi-stationary compressional magnetic 
field triggered by the KAW magnetic field pressure. Furthermore, we have 
also employed the relation Sn/no « SB^/BQ. 

The magnetic field aligned quasi-stationary magnetic field perturbat ion 
SBz is given by 

SB. ^ \B±\' . , „ . 
Bo 2(l + 2/3)B2- ^^^^ 

Combining Eqs. (58) and (59) we obtain 

^ + v<,.v')6^ + ^ V i 6 ^ + g|6^|26^=0, (60) 

where 6^ = B ^ / B o , P = nl^ap^jujo, and Q = nlJ4uJo{l + W)-
Equation (60) is the s tandard cubic nonlinear Schrodinger equation, which 

predicts modulation/fi lamentation instability of a constant amplitude KAW 
pump, as well as self-focusing of the KAW. 

The nonlinear dispersion relation for the modulational/fi lamentation in­
stability of a constant amplitude (B^o) KAW pump is derived from Eq. (60) 
by decomposing 6^ as the sum of the pump and the two sidebands. The 
s tandard procedure gives 

{Q-K-^gf=PKl{-PKl-Q\h,\% (61) 

where i7(K) is the frequency (wavenumber) of the quasi-stationary modula­
tion, K = 7,Kz + K ^ , and 6o = B^Q/BQ. Letting i? = K • Vg + « 7 in Eq. (61), 
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we observe that the growth rate 7 of the modulational instabihty is positive 
forg|6oP >PKl/A. 

On the other hand, stationary filamentation instability can be investigated 
on the basis of the nonlinear dispersion relation 

Kl = ^{PKl-AQM% (62) 

where Vg^ is the z component of the group velocity of the KAW. Equation 
(62) follows from Eq. (61) if we set i? = 0 and assume that K^Vg^ ^ K^ '^g±-
Setting Kz = —iKm{Km > 0) in Eq. (62), we see that convective amplifi­
cation occurs for |6o|^ > PK\/AQ. The mode number of the most unstable 
wave is K^ = (2Q6o/-P)^^^ and the corresponding spatial amplification rate 
is Ki = Q\bo\'^/vgz. The minimum scalelength over which the KAW filamen­
tation occurs is 271/Ki. 

We now consider the time independent stationary propagation of KAW 
along the z axis. Thus, we seek the solution of Eq. (60) in the form b± = 
b±{r) exp{iXz) and assume the steady state {dtB± = 0), where A is a constant. 
Thus, for cylindrically-symmetric KAW beams, we have 

For A > 0, Eq. (63) admits cylindrical soliton solutions. 
Furthermore, in the steady state Eq. (60) can be cast in the form 

where ^ = zH'^Qa/vg^ujo, p = r/ps and D = 1/2(1 + 2f3)a. Equation (64) has 
been investigated in detail in the context of self-focusing of laser beams. For 
a Gaussian beam \b±\'^ = 6ĵ g exp(—p^/a^), the threshold for the self-focusing 
is Da?b\Q > 2, where a is the normalized (by ps) beam width. 

6 Modulat ion of EMICA Waves 

In the past, Rogister (1971) derived a derivative nonlinear Schrodinger 
(DNLS) equation for a modulated dispersive Alfven wave packet that is pro­
pagating along the external magnetic field. Many works related to the DNLS 
have appeared in the literature (Mio et al, 1976; Kennel et al., 1988; Ver-
heest, 1990; Hada, 1993; Passot et al., 1994; Shevchenko, 1995; Nocera and 
Buti, 1996). On the other hand, attempts (Shukla and Stenflo, 1985; Shukla, 
Feix and Stenflo, 1988) have been made to investigate the modulation of high-
frequency electromagnetic ion-cyclotron Alfven (EMICA) waves by a spec­
trum of non-resonant very low-frequency electrostatic/electromagnetic per­
turbations. This interaction gives rise to amplitude modulation of the EMICA 
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waves, which are coupled with low- frequency disturbances due to the EMICA 
ponderomotive force. In the W K B approximation (viz. |9 tE| <C t^lEj), the 
EMICA amplitudes evolve according to the nonlinear Schrodinger equation 
(Shukla, Feix and Stenflo, 1988) 

S, Si 
(65a) * {dt + vgd,) E + '-^dlE + -f^lE -AE = Q, 

where E = i?(r, t ) (x — iy)eiq){ikz — iujt), E{r,t) is the electric field enve­
lope, and uj is given by Eq. (2). For EMICA waves, the group velocity Vg 
and the coefficients of the parallel and perpendicular group dispersions are, 
respectively. 

2kv\ {CO-

UJ UJci{uJ -2uJci)' 

s*. (^ 
IS 
k' 

and 

S\ 
2k' 

The nonlinear frequency shift is 

kVr, 
'-N + ujb + kvz (656) 

where N = Sng/no and b = SB^S/BQ are the relative density and compres-
sional magnetic field perturbat ions of the plasma slow motion, and 

-dtd;\N-b). (65c) 

The dynamics of the plasma slow motion in the presence of the pondero­
motive force of the EMICA waves is governed by 

dt{N-b)-vtdtN = 

and 

(̂ i vlV'')b-

mjujci{uj -ujci) 

y?V^ N = 

dl + -dtd, |S |2, (66) 

mj{uj 
;Vl\E\^ (67) 

The one-dimensional electrostatic modulation of EMICA waves has been 
considered by Shukla and Stenflo (1985). In tha t case, (65) and (66) with 
6 = 0 constitute a coupled set for studying the modulational instability (Shu­
kla et al, 1986a; Brodin and Stenflo, 1988). On the other hand, (65) to (67) 
are useful for the investigation of time-dependent fllamentation instabilities 
and the dynamical evolution of EMICA waves on account of their nonlinear 
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coupling with the MHD perturbations. We note that the filamentation insta­
bility of EMICA waves by quasi-stationary perturbations has been considered 
by Shukla and Stenflo (1989a). The dispersion relation is 

Kl = S\Kl{S\Kl - 4Q\Eo\'')/4vl (68) 

where K = {K^, Ky, K^) is the wave vector of the stationary perturbation, 
Q = (1 + 2fi)kc^/fiBlvA, /3 = 87rno(Te + Ti)/Bl, and \Eo\ is the constant 
amplitude of the EMICA pump. The spatial amplification rate is obtained 
by letting K^ = —iKm{Km > 0) in (68). The minimum spatial scale length 
L(= 2TI/K^) for Kl = {2Q/S^)\Eo\^ is L « 2TipvlB^/c^\Eo\^k{l+ 2p). 

Let us finally mention that EMICA envelope solitons may propagate in 
the z direction, as S^ < 0 for EMICA waves near \ujci\- The stationary mo­
ving solutions of (65) and (66) with V^ = 0 and 6 = 0, viz. when the one-
dimensional EMICA waves are modulated by one-dimensional ion-acoustic 
perturbations, can be represented as supersonic envelope solitons consisting of 
localized EMICA wave packets accompanied by compressional density pertur­
bations. Similar conclusions also hold for left-hand circularly polarized disper­
sive Alfven waves given by ct; « kvA{l —kvA/2\uJci\) in which S^ = —v\/\ujci\ 
and A « kvAlE]"^/2BQ{V\ — vf), provided that (3 is sufficiently low. 

7 Self-Interaction between Dispersive Alfven Waves 
in Nonuniform Plasmas 

In this section, we consider the nonlinear propagation of low-frequency 
(in comparison with the ion gyrofrequency), long wavelength electromagnetic 
waves in a nonuniform multi-component magnetoplasma with charged dust 
impurities. It has been shown (Pokhotelov et al., 1999) that the presence 
of charged impurities provides a possibility of linear as well as nonlinear 
couplings between the drift-Alfven and the Shukla-Varma mode (Shukla and 
Varma, 1993). Furthermore, the latter modifies the theory of drift-Alfven 
vortices (Petviashvili and Pokhotelov, 1992) in that the dust density gradient 
causes a complete localization of the electromagnetic drift-Alfven vortex, in 
addition to introducing a bound on the vortex speed. 

7.1 Derivation of the Nonlinear Equations 

We consider a nonuniform multicomponent plasma whose constituents are 
electrons, singly charged positive ions and charged dust impurities immersed 
in an external magnetic field BQZ. The plasma density is assumed to be in-
homogeneous along the The charged dust impurities are treated as 
point charges and their sizes, as well as the inter-grain spacing, are assumed 
to be much smaller than the characteristic scale lengths ( viz. the electron 
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skin length, gyroradii, etc). The dust particles are also considered as statio­
nary due to the very large dust grain mass. The wave frequency is assumed 
to be small in comparison to the proton cyclotron frequency ujd, and the 
characteristic perpendicular wavelength is larger than the ion gyroradius. 

The equilibrium plasma state satisfies the quasi-neutrality condition, i.e. 
n-jo = n^o + ZdUdo, where rijo is the unper turbed number density of particle 
species j {j equals e for the electrons, i for the ions, and d for the negatively 
charged dust grains) and Zd is the constant number of charges residing on 
the dust grain surface. 

In the electromagnetic fields, the electron and ion fluid velocities are given 

by 

- E ^ X Z 5 - ^ Z X Vn-e + Wez Z + ^ - , (69) 
BQ eBorif. \ B. >0 

and 
C C_/ ' 

15-E± X Z + — ^ z x Vni 

+ 7 7 ^ ( 5 t + V i . V ) E ^ , (70) 

where E ^ = — V^(/) is the perpendicular component of the wave electric 
fleld, B ^ = VAz X z the per turbed magnetic fleld, </> the scalar potential, 
and Az the parallel (to BQT,) component of the vector potential. The parallel 
component of the electron fluid velocity is given by 

. . . « £ ^ V i A . , (71) 

where we have ignored the ion motion parallel to z, as well as neglected the 
compressional magnetic fleld perturbat ion. Thus, ion- acoustic and magneto-
sonic waves are decoupled in our low-/3 (/3 <C 1) system. 

Substi tuting (69) into the electron continuity equation, letting Uj = njo{x) 
+nji, where nji(<C rijo) is the particle number density perturbation, and 
using (71) we obtain 

dtnei - ^ z X Vneo • V(/> + -^d^VlA^ = 0, (72) 
BQ 47re 

where dt = dt + {c/Bo)z x V4> • V and d^ = d^ + BQ^VA^ X Z • V. We have 
assumed tha t {LVp^/LVce)\2i x V(f) • V| ^ cS.Vj^A.. 

On the other hand, substi tution of the ion fluid velocity (70) into the ion 
continuity equation yields 

dtnn - ^ - z X Vn-jo • V(/) - {dt + Uj* • V) V\4> 

- ^ - ^ V ^ - [ ( z x V n i i ) . V V ^ < / > ] = 0 , (73) 
eBgUJci 
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where Uĵ ^ = {cTi/eBonio)z x Vn-jo is the unperturbed ion diamagnetic drift. 
Subtracting (73) from (72) and assuming nn = n-ei we obtain the modified 

ion vorticity equation 

{dt + uu_dy) y\4> + —dzy\Az + uJciSdKddy4> 

cT-
+ ^ ^ V ^ • [(z X Vnei) • VV^4>] = 0, (74) 

where MJ* = {cTi/eBonio)dnio/dx, VA = Bo/(47rnjoTOi)"'"'̂  is the Alfven ve­
locity, dd = Zd'ndo/nio, and K^ = dln{Zdndo{x))/dx. The term cUdSdKddyfj) 
is associated with the Shukla-Varma mode. 

By using (69) and (71), the parallel component of the electron momentum 
equation can be written as 

{dt + ue.dy) A, - XldtVlA, + cd, f </> - — n e i ) = 0, (75) 

where Wg* = —{cTe/eBoneo)dneo{x)/dx is the unperturbed electron diama­
gnetic drift. 

Equations (72), (74) and (75) are the desired nonlinear equations for 
the coupled drift-Alfven-Shukla-Varma modes in nonuniform magnetoplas-
mas with charged dust impurities. In a uniform cold plasma, they reduce to 
those derived earlier (Shukla et al, 1985). 

7.2 The Dispersion Relation in an Inhoniogeneous Plasma 

In order to derive the local dispersion relation, we neglect the nonlinear 
terms in (72), (74), and (75) and suppose that n-ei, 4> and A^ are proportional 
to exp{ikyy + ik^z — iujt), where k = kyj + k^z is the wave vector and uj the 
frequency. Then, in the local approximation, when the wavelength is much 
smaller than the scale length of the density gradient, we have from (72), (74), 
and (75) 

UJUel 

and 

—^Keky(l)+-—k^klA^=0, (76) 
BQ 47re " 

{uj - ujit, - ujsv) 4> ^ ^ ^ z = 0, (77) 
c 

[cu,, - (1 + klxDcu] A, + k,c ( </> - — n e i ) = 0, (78) 

where Kg = dlnneo{x)/dx, LUJ^, = kyUj^,, and LUgy = —uJdSdKd/ky is the 
Shukla- Varma frequency of the dust-convective cells in dusty plasmas. 

Combining (76) to (78) we obtain the linear dispersion relation 

(u;^ - CUUJm - ^^JA^IPIS) ('^ - '^i* - '^sv) = ^JA^^ " ^e*), (79) 
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where uj^ = uje*/{'^ + kyX^) is the magnetic drift wave frequency, UJ^A = 

kzVA/i^ + ^y^e)"'^^^ the frequency of the inertial Alfven waves, pss = Cgsl^d 

the ion Larmor radius at the electron temperature , and Cgs = (nio/neoY^'^Cs 

the ion-acoustic velocity in dusty plasmas. 
Several comments are in order. First, in a homogeneous plasma, (79) 

correctly reproduces the spectra of the dispersive Alfven waves, namely, uj = 
^lAi^ + k'tplsY^'^- Second, for uj ^ ujyn,ujj-,_, we observe tha t the dispersive 
Alfven waves are linearly coupled with the Shukla-Varma mode uj = ujgv 
(Shukla and Varma, 1993). Specifically, in a cold (Tj —̂  0) dusty plasma 
we have from (79) = 0. The latter shows tha t coupling 

between the Shukla-Varma mode and the inertial Alfven wave arises due to 
the consideration of the parallel electron dynamics in the electromagnetic 
fields. Third, when the perpendicular wavelength is much larger than Ag, we 
obtain from (79) for UJ ^ uji-_t 

(uj"^ - ujujsv - klv\) {UJ -uJe-,) = klv\klpl^ {UJ - uj^y), (80) 

which exhibits the coupling between the drift-Alfven waves and the Shukla-
Varma mode due to finite Larmor radius correction of the ions at the electron 
temperature . 

7.3 Quas i -S ta t ionary Dipo lar Vort ices 

Let us now consider stat ionary solutions of the nonlinear equations (72), 
(74) and (75) , assuming tha t all the field variables depend on x and ry = 
y + az — ut, where u is the translation speed of the vortex along the y -axis, 
and a the angle between the wave front normal and the (x, y) plane. Two 
cases are considered. First, in the stat ionary ry-frame, (75) for Ag|Vj^| <C 1 
can be written as 

DA (4> - —nei - ^ ^ ^ ^ A , ) = 0, (81) 

where DA = 9^ + (l/aBo)[(c^?)^z)c^a; — {dxAz)dri]- A solution of (81) is 

nei = ^4> -^^ Az. (82) 

Writing (72) in the stat ionary frame, and making use of (82) it can be put 
in the form 

DA Ul.ylAz + "^";"-^A, - "^-^^^ = 0, (83) 
y a^c^ ac J 

where \oe = vte/^pe is the electron Debye radius. A solution of (83) is 

A L v i A , + " ^ " : ! - ^ A , - ^ i ^ ^ < / > = 0. (84) 
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The modified ion vorticity equation (74) for cold ions can be expressed as 

Ur 
D. yi4>- -4> 0, 

wliere D^ = drj - {c/uBo)[{dx4>)dr^ - {dr^4>)dx] and Uc 
Combining (84) and (85) we obtain 

(85) 

-CssSdHd/Ps 

Pss acpi 
-A, 0, (86) 

wliere p = {c^Ju) [SaKaPss + (^e 

P 
y i 4 > -

pi 
-4>-

• u)/css]. A typical solution of (86) is 

UBQ 

acpi 
-A. Ci U (87) 

where Ci is an integration constant. 
Eliminating A^ from (84) and (87), we obtain a fourth order inhomoge-

neous differential equation 

vi4> + FiVl4> + F24> + Ci 
'U?{u — Ue-_t)Bo 

X = 0, 

where 
Fl = (P/Pss) -Cl+ u{u - Ue*)/a C Xjj 

(88) 

(89a) 

F2 = {u- Me*) / a C XuePss + (P - ^ip^^Mu - Ue*)/a C X^ePss- (896) 

We note that in the absence of charged dust we have SdKd = 0 and F2 = 0. 
Accordingly, the outer solution, where Ci = 0, of (88) has a long tail for 
(M — Ue-_t){a'^v\ — M )̂ > 0. On the other hand, inclusion of a small fraction 
of dust grains would make F2 finite in the outer region. Here, we have the 
possibility of well behaved solutions. In fact, (88) admits spatially bounded 
dipolar vortex solutions. In the outer region {r > R), where R is the vortex 
radius, we set Ci = 0 and write the solution of (88) as (Liu and Horton, 1986; 
Shukla et al., 1986b; Mikhailovskii et al, 1987) 

(j) = [QiKi{sir) + Q2Ki{s2r)]cose, (90) 

where Qi and Q2 are constants, and ŝ  2 = ~[~cti i {al — ^0.2)^^'^ 12 for 
«! < 0 and ct\ > 4a2 > 0. Here, a i = {p/pig) + u{u — Ue*)/o?'c^X']jp^ and 
«2 = [(w — We*)̂  + ""(M — Ue*)p\/cP"c^\\ipp1g. In the inner region (r < i?), the 
solution reads 

4> Qi-hisiv) + Qili{sir) 
Ci 'U?{u — Ue-_t)Bo 

AL «2c3F2 
cos^, (91) 

where ^3 and Q4 are constants. We have defined 83̂ 4 = [{F^ — 4F2)^^^±-Fi]/2 
for F2 < 0. Thus, the presence of charged dust grains is responsible for the 
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complete localization of the vortex solutions both in the outer as well as in 
the inner regions of the vortex core. 

Second, we present the double vortex solution of (72), (74) and (75) in 
the cold plasma approximation. Thus, we set Tj = 0 and write (74) and (75) 
in the stat ionary frame as 

and 

D^ Vi4> • 

D, 

^ciSdKd 
-DAVIA, = 0, 

{l-XlVl)A = 0. 

It is easy to verify tha t (93) is satisfied by 

-(/> = 0 . 

By using (92) one can eliminate V^A^ from (94), yielding 

D, vi4>-
^ci^dl-id 

4>-
i^Xl "XI 

A, 

A typical solution of (95) is 

Vl</> + /3i</>-/32A, = C 2 U 
UBQ 

(92) 

(93) 

(94) 

(95) 

(96) 

where /3i = (a^w^/w^Ag) — uJdSdKd/u, (32 = av'^/ucX'l, and C2 is an integra­
tion constant. 

Eliminating A^ from (92) and (96) we obtain 

vi4> + FiVl4> + F24> 

where Fi = Â T̂  (a^v^/u"^ — 1 

COUBQ 
-X = 0, 

Xlc 

(uJciSdKd/u) - C2, and 

(97) 

F2 = {C2 + uJci5dHd/u) /Xl-

Equation (97) is similar to (87) and its bounded solutions [similar to (90) 
and (91)] exist provided tha t M^ + X^uJciSdUdU > c?v\ and Hd > 0. In the 
absence of the dust, we have F2 = 0 in the outer region (C2 = 0), and the 
outer solution (Yu et al., 1986) of the dust-free case has a long tail (decaying 
as 1/r). 

The analysis presented in this section reveal tha t the nonlinearly coupled 
drift-Alfven-Shukla-Varma modes in a nonuniform warm dusty plasma as well 
as the nonlinearly coupled inertial Alfven- Shukla-Varma modes in a nonu­
niform cold dusty plasma can be represented in the form of dipolar vortices, 
which are well behaved both in the outer and inner regions of the vortex core. 
The presence of charged dust impurities also limits the propagation speeds 
of the dipolar vortices. 
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8 Chaos in Alfvenic Turbulence 

Here, we show that the nonhnear equations governing the djTiamics of low-
frequency, flute-like Alfvenic disturbances in a nonuniform collisional plasma 
can be written as a set of three coupled nonlinear equations. The latter are a 
generalization of the Lorenz-Stenflo equations (Lorenz, 1963; Stenflo, 1996), 
which admit chaotic fluid behavior of electromagnetic turbulence in a nonu­
niform magnetoplasma. 

The nonlinear dynamics of low-frequency, long wavelength (in comparison 
with the ion gyroradius) electromagnetic flelds in a nonuniform magnetized 
plasma containing sheared plasma flows is governed by the ion vorticity equa­
tion 

(A - MVi)Vi</> - ^^^^^^dyA^ - 4 - ( z X VA,) . VViA, = 0, (98) 

and the parallel (to z) component of the electron momentum equation 

[(1 - A ^ V D A - ryVi] A, + '^^^^dy^ = 0, (99) 

where Dt = 9t + (c/Bo)zx V(/)-V, Vj^ = d'^+dy, and JQ = noe{vio — Veo) is the 
equilibrium plasma current. Furthermore, r] = Ve\\ is the plasma resistivity, 
and fjL = (3/10)z/jyO^ is the coefficient of ion gyroviscosity. The electron and ion 
collision frequencies are denoted by i/^ and z/j, respectively, and pi is the ion 
Larmor radius. We have assumed that the phase velocities of the disturbances 
are much larger than the electron and ion diamagnetic drift velocities. 

Equations (98) and (99) are the nonlinear equations governing the dyna­
mics of flnite amplitude Alfven-like disturbances in a nonuniform magneto-
plasma containing equilibrium magnetic fleld-aligned sheared plasma flows. 
In the absence of the nonlinear interactions, we readily obtain from (98) and 
(99) the dispersion relation (Shukla, 1987) 

Lv^ + iLvr-n^ + -/^ = o, (100) 

where r = [M + ? ? / ( 1 + if2A2)]if2^ 122 ^ /x?7i fV( l+ ^ ' A 2 ) , K = x i f , + y i f y 
is the wave vector, and 79 = —me{dxJo){dxVeo)Ky/minoe{l + K'^Xl)K'^. In 
the absence of the equilibrium current and velocity gradients, (100) gives 
convective cells and magnetostatic modes, which are decoupled. However, 
when the current and velocity gradients are opposite to each other, we obtain 
an instability provided that 79 > i72 — r'^/4. The maximum growth rate of 
that instability is |7o|. 

In the following, we follow Lorenz and Stenflo and derive a set of equa­
tions which are appropriate for studying the temporal behavior of chaotic 
motion involving low-frequency electromagnetic waves in a dissipative ma­
gnetoplasma with sources. Accordingly, we introduce the Ansatz 

(/) = (/)i(t)sin(kxx)sin(kyy), (101) 
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and 
Az = Ai(t)sin(kxx)cos(kyy) - A2(t)sin(2kxx), (102) 

where k^ and ky are constant parameters, and (f>i, A\ and A2 are amplitudes 
which are only functions of time. By substituting (101) and (102) into (98) 
and (99), we readily obtain (Mirza and Shukla, 1997) 

k dt4>i = —fjik (f>i + aikyAi — a2{k — 4k^)kxkyAiA2, (103) 

(1 + k'^Xl) dtA-i = -rjk^Ai - askycpi 

[l + k^Xl-6klXl]kxkyA24>i, (104) 
c 

and 

(1 + iklXl)d,A2 = - - ^ ( 1 + iklXl)k,^y4>iA, - ArjklA2, (105) 

where a i = uJcidxJo/'noec, 0.2 = v\/cBo and a^ = cdxVeo/^ce- We note that 
the terms proportional to sin(3kxx) have been dropped in the derivation of 
(103) to (105). This approximation is often employed by many authors for 
deriving the relevant Lorenz-like equations in many branches of physics. 

Equations (103) to (105) can be appropriately normalized so that they 
can be put in a form which is similar to that of Lorenz and Stenflo. We have 
(Mirza and Shukla, 1997; Shukla, Mirza, and Faria, 1998b) 

drX = -aX + aY + dYZ, (106) 

drY =-XZ + -fX -Y, (107) 

and 
drZ = XY - I3Z, (108) 

which describe the nonlinear coupling between various amplitudes. Here, a = 
M (1 + k^Xl) /'n, 7 = -a^askl/i'nf^k^), fi = Akl (l + k^X^^ / ( I + AklXl)k\ 
and the new parameter 5 = a2{ky—3kx) (l + k'^X'^) jj?k^'Bo/[a\ck'^{l+k'^Xl — 
&klXl)], with k'^ = kl + k^ and T = t/to ; where to = V^"^/ (l + ^^^e)-

A comment is in order. If we set (5 = 0, which happens for ky = 3A;̂ , then 
(106) to (108) reduce to the Lorenz type equations. However, the normaliza­
tions used here (Mirza and Shukla, 1997) are 

V2r]k^Bo \ ^ 

kxky[{l + k^Xl){l + k^Xl-6kiXl)f' 

V2r]i^k^Bo 

caikxkl [(1 + fc2A2) (1 + k-^Xl - 6fc2A2)]i/2 
Y, 

and 
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Ao 
rii^k'^Bo 

caikM {1 + k-^Xl - 6klXl) 
Z. 

Let us now discuss the chaotic fluid behavior of electromagnetic turbu­
lence that is governed by (106) to (108). We observe that the equilibrium 
points of the dynamical equations are (Mirza and Shukla, 1998) 

Xo = ±\fJ{-f-2 + S-f^a) + i [(7 - 2 + S-f^af + 4(7 - 1) 
1/2 

Ya 

and 

Zn = 

ip+xir 

/3 

1/2 

1 

(109) 

(110) 

(111) 

In the absence of the (5-term, we note that for I7I > 1, the equilibrium flxed 
points [Xo = Yo = iV7?(l7l — 1)"'"̂ ]̂ ^nd Zo = I7I — 1) are unstable, resul­
ting in convective cell motions. Thus, the linear instability should saturate 
by attracting to one of these new flxed states. Furthermore, it is worth men­
tioning that a detailed behavior of chaotic motion for ky ^ \/Skx can studied 
numerically (Sparrow, 1982) by solving (106) to (108). 

9 Summary and Conclusions 

In this paper, we have presented a review of the linear and nonlinear di­
spersive Alfven waves in homogeneous and non-homogeneous magnetoplas-
mas. We have highlighted the linear properties of Alfven waves, taking into 
account those non-ideal eflects which are absent in the ideal MHD descrip­
tion. For this purpose, we have utilized dispersion relations, which are derived 
either from the Hall-MHD or from the two-fluid equations supplemented by 
Faraday's and Ampere's laws, in order to show the relation of Alfven waves 
with other plasma modes. Speciflcally, it has been noted that the Alfven wave 
dispersion comes from the flnite uj/ujci eflect, as well as from the ion polariza­
tion drift and parallel electron inertial eflects. The dispersive Alfven waves 
can be excited due to a Cherenkov process involving the resonant interaction 
between magnetic fleld-aligned electron beams and DAWs. The latter are also 
driven at a nonthermal level when large amplitude electron whistlers and 
electrostatic lower-hybrid waves parametrically couple with the plasma slow 
motion that involves the DAWs. Linearly or nonlinearly excited DAWs attain 
flnite amplitudes and they produce many interesting nonlinear eflects. Of par­
ticular interests are the decay and modulational interactions in which cohe­
rent dispersive Alfven or EMICA waves interact with low-frequency resonant 
or non-resonant perturbations to excite Stokes and anti-Stokes sidebands. 
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The latter interact with the pump and produce a low-frequency ponderomo-
tive force which reinforces the low-frequency electrostatic or electromagnetic 
perturbations. We have presented explicit results for the parametric instabi­
lities of dispersive Alfven and EMICA waves. Due to the three-wave decay 
interaction, we have the possibility of generating ion-acoustic and daughter 
DIA/EMICA waves on account of the pump wave energy. There are indicati­
ons (Wahlund et al., 1994) of ion-acoustic turbulence in association with the 
dispersive inertial Alfven waves in the Preja data. We have also discussed the 
modulational instabilities of DIAWs in which Stokes and anti-Stokes DIAWs 
as well as non-resonant quasi-stationary and non-stationary density pertur­
bations are involved. It is found that the driving force of dispersive inertial 
Alfven waves can generate a quasi-stationary density hump, which, in turn, 
can act as a waveguide for the propagation of dark envelope DIAW packets. 
Thus, our theory predicts that the quasi-stationary large scale density depres­
sions (Stasiewicz et al, 1998; Makela et al, 1998), as seen in the data from 
the Freja and Fast spacecrafts, cannot be explained in terms of the DIAW 
ponderomotive force density cavitation, in contrast to the suggestion made 
by Bell an and Stasiewicz (1998). However, nonstationary supersonic density 
cavities could be created by the DIAW ponderomotive force. The nonlinear 
DIAW structures comprising bell shaped DIAW wave magnetic fields and su­
personic rarefactive density perturbations could then be associated with the 
coherent nonlinear DIA waves (with scale sizes of the order of the electron 
skin depth) provided that further data analysis reveals a detailed knowledge 
of the speed of the nonlinear structures. 

We have also considered the effect of the plasma nonuniformity on the 
dispersive Alfven waves in a multi-component collisionless magnetoplasma 
containing charged dust impurities. In the linear limit, the local dispersion 
relation exhibits a coupling between drift-Alfven waves and the Shukla-Varma 
mode. The latter arises because the divergence of the E^ x BQ current re­
mains finite when charged stationary dust grains are present. The stationary 
solutions of the nonlinear equations for weakly interacting long wavelengths 
(in comparison with the collisionless electron skin depth and the ion gyrora-
dius) drift-Alfven-Shukla-Varma modes as well as the inertial Alfven-Shukla-
Varma modes can be represented in the form of dipole vortices. It is found 
that the presence of the Shukla-Varma mode provides the possibility for the 
localization of the drift-Alfven/inertial Alfven vortex solutions in the outer 
region, which otherwise would have a long tail. Furthermore, the dipolar vor­
tex speeds have bounds when the dust grains are present in the electron-ion 
plasma. 

Finally, we have investigated the long term behavior of nonlinearly inter­
acting low-frequency flute-like electromagnetic modes in a nonuniform coUi-
sional magnetoplasma containing equilibrium density and velocity gradients. 
It was found that the nonlinear djTiamics of such an electromagnetic turbu­
lence can be studied in the context of chaotic attractor theory. Speciflcally, 
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we have demonstrated tha t the coupled vorticity and magnetic field diffusion 
equations in the presence of sheared ffows can be put in the form of a sim­
ple system (three nonlinear equations for the amplitudes), which resembles 
the Lorenz-Stenffo equations. The stat ionary points for our generalized mode 
coupling equations were derived. The properties of the nontrivial steady state 
a t t ractor were discussed. 

In conclusion, we stress tha t the results of the present investigation should 
be useful in identifying the spectra of low-frequency dispersive Alfven waves 
as well as nonlinear effects related to the density modification and the forma­
tion of coherent structures such as envelope solitons and vortices. The latter 
are indeed observed (e.g. Petviashvili and Pokhotelov, 1992; Stasiewicz and 
Potemra, 1998) in the Ear th ' s auroral ionosphere and magnetosphere. 
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Whistler Solitons, Their Radiation and the 
Self-Focusing of Whistler Wave Beams 

V.I. Karpman 

Racah Institute of Physics, Hebrew University, Jerusalem 91904, Israel 

Abstract. A theory of envelope whistler solitons beyond the approximation based 
on the nonlinear Schrodinger (NLS) equation is developed. It is shown that such 
solitons must emanate radiation due to the continuos transformation of trapped 
whistler modes into other modes that cannot be trapped in the duct, produced 
by the soliton (such modes are not described by the NLS equation). An equation 
governing the decrease of soliton amplitude due to the loss of trapped radiation 
is derived. The soliton radiation increases with the decrease of the soliton size 
and, therefore only weak solitons have sufficiently large lifetime. The theory is 
extended to the whistler spiral wave beams which, according to the NLS equation, 
must be liable to the self-focusing. It is shown that when the wave beam becomes 
sufficiently narrow, the self-focusing is replaced by the defocusing because of big 
radiation losses. These predictions are confirmed by numerical experiments. Possible 
generalizations to other gyrotropic media are briefly discussed. 

1 Introduction 

Among many kinds of waves in space plasmas, the whistler waves play 
very important role. After their discovery in the Ear th ionosphere about fifty 
years ago by L.R.O. Storey [1], they became an important tool of diagnostics 
of the ionosphere and then magnetosphere [2]. Now the whistler waves are 
intensively studied also in the magnetospheres of other planets. Resonantly 
interacting with electrons, whistlers play an important role in the dynamics of 
magnetized plasmas both in space and laboratory. The special role of whist­
lers is connected with their ability to bounce along magnetic field lines of 
dipole type configurations of magnetic field. However, as follows from the 
geometrical optics, the curvature of magnetic field causes a drift of a whistler 
wave from one magnetic line to another. The at tachment of whistlers to the 
magnetic lines is explained by the existence of plasma ducts, the field aligned 
plasma inhomogeneities with enhanced electron densities . It can be shown 
tha t a whistler wave may be t rapped in such a duct and this effect can be 
understood even in the frame of geometrical optics [2,3]. This t rapping is 
very similar to what happens in a whistler envelope soliton tha t is a density 
enhancement with t rapped whistler wave, self-consistently interacting with 
plasma by means, e.g., of the ponderomotive force. Therefore, the whistler 
t rapping in ducts has close connection with the physics of whistler solitons 
and this will be widely exploited below. One should point out, however, tha t 
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the approach of geometrical optics and some simplified wave theories, such 
as based on the the simple nonlinear Schrodinger (NLS) equation [4], miss 
an important effect : it appears, in fact, that the whistler trapping in ducts 
is not perfect because of a transformation of the trapped wave into another 
mode that can leave the duct [5]. Such an effect, to some extent similar to the 
tunneling, was called the tunneling transformation [6]. The tunneling trans­
formation leads, therefore, to the wave leakage from the duct. As the classical 
tunneling, this effect is small if the duct width is much greater than the wa­
velength but it becomes large if they are comparable. Thus, as it will be seen 
below, only the broad (and, therefore, weak) whistler solitons can exist. The 
present paper is devoted to the nonlinear theory of localized whistler wave 
structures. Starting with the slab models of ducts and solitons [7], we then 
extend our theory to the cylindrical (generally, spiral) solitons that are in 
fact nonlinear wave beams, self- consistently interacting with plasma. It ap­
pears that, similar to the slab solitons, the nonlinear interaction leads to the 
formation of density enhancements that trap whistler waves. However, the 
two-dimensional wave beams can be unstable which may result in the self-
focusing [8,9]. After the wave beam becomes sufficiently narrow, the wave 
leakage due to the tunneling transformation leads to a significant loss of the 
intensity of trapped wave and, as it will be seen below, the self-focusing is 
replaced by the defocusing [10,11]. The whistler solitons are insructive exam­
ples of more general wave solitons in gyrotropic media (i.e. media sensitive to 
the ambient magnetic field) and our theory can be extended to these media 
[12,13] that include gyrotropic solids, etc. The theory may also be extended 
to Alfven solitons, which will be considered separately. 

2 Basic Equations. Slab Ducts 

Assume that the ambient magnetic field B is constant and directed along 
the z- axis and the wave electric field is monochromatic and has the form, 

iEe-*"* + c.c., E = E(r). (1) 

The wave field is described by the Maxwell equations 

V x V x E = ( - ) D, (2) 

V • D = 0, (3) 

where 

D = ? E (4) 

and ?̂ is the dielectric permittivity tensor. We neglect the space dispersion and 
dissipation, assuming that plasma is collisionless and the angular frequency 
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uj is sufficiently far from resonances. Assume ttiat 

\ m I mc 
LV > U;^, LVp = ] , LVc = ( 5 ) 

wtiere ujp and ujc are electron plasma and cyclotron frequencies, and N = 
N{x) is the electron density. Due to the condition in (5), the whistler fre­
quencies are in the range 

UJLH <.UJ <UJC, (6) 

where UJLH is the low hybrid frequency. These conditions are violated in polar 
regions, where the theory should be modified. Due to condition (6), we can 
neglect the ion oscillations in the whistler wave field. 

Now consider a slab model. In the chosen reference frame, we can write 

E = T i ? j ; + ki?2, r = T x + kz . (7) 

The elements of the dielectric tensor are 

^xx = ^yy = ^{^,N,B), exy = eyx = -ig{uj,N,B), e^^ = r]{uj,N), (8a) 

^xz ^zx ^yz ^zy- V^^J 

As far as the contribution from ion oscillations is neglected, we have 

e = 1 + 2 2 > 0' 9 = ^ ^ 2T' ^ = 1 - ^ - (9) 

Defining 

F{x,z) = E^,-iEy, G{x,z) = E^, + iEy, (10) 

we transform the (x, y)-projections of Eq. (2) to 

^ ' ^ ^ ' ^ ^ V . E ) + ^ ( e + , ) F = 0, (11a) 
dz^ dx"^ dx (? 

(V-E) + ^ ( e - ( 7 ) G = 0. ( l ib) 
dz"^ dx"^ dx (? 

Instead of the z-projection of Eq. (2), we use Eq. (3) that can be written as 

This is the third equation,containing E^ that appears in 

V.E.lAlF + O + fi , ,13) 
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Equations (11) and (12), together with the given function N = N{x), consti­
tute a complete system. 

At N{x) = const, the simplest solution to this system, describes a whistler 
wave, propagating parallel to the ambient magnetic field (z-axis) . It reads 

F = Aexp(i-poz\ G = E^=0, (14) 

where A is a constant amplitude and po the normalized wave number 

Po = eo + go^—, r- (15) 

The subzero means that it is substituted 

N = No = const (16) 

into the expression for a corresponding quantity. Equation (15) is the disper­
sive relation for the parallel propagation. A more general solution, describing 
the oblique propagation in weakly inhomogeneous plasma with 

N = No[l + i^ix)], a , l n z / ( x ) < l , (17) 

can be approximately found by means of the WKB method, where all un­
known functions are proportional to the factor 

exp i / kx{x') dx'+ ikzZ const. (18) 

Then from the system (11)-(12), we obtain, neglecting the terms with 

de/dx, dg/dx, drj/dx, (19) 

the same dispersion relation as in the homogeneous plasma. Using ujp ^ uj'^ 
and eqs.(9) , we can write it in the form 

' """̂ ^̂  k' = kl + kl (20) 
ct;2 - | - C2A;2 

Denote 

kz = -P, kx{x) = -q{x), ky = 0. (21) 

Substituting this into Eq. (20), we come to a quartic equation for q, which 
has the following solution (at a ^ 1) 

' ^ ' ^ 2 ^ 
„2 ( 1 - 2 ^ 2 ) / - 2 a 2 ± p V p 2 _4Q,2 ^ (22) 



u = 
Ijj 

= 
LVc 

a = 
^1 

UJ 
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where 

(23) 

Equation (22) shows that , generahy, there are two wave branches at given 
p and UJ (if, of course, q^ > 0). Prom formulas (5) and (17), it follows tha t 
a = a{x) and 

a^{x) =al[l + i^{x)]. (24) 

Other quantities in Eq. (22) are constant. One can easily check tha t the 
parallel propagation {q = 0) is possible only in a homogeneous plasma with 
a = ao and p = po, where po is defined in (15). 

Now consider a propagation in weakly stratified plasmas when p is close 
to Po. Introducing the notations 

p = Po + Ap, Ao? = a^{x) — a^o = a^ov{x), |Z\p|-C 1, \v{x)\<^l, 

(25) 

we have from Eq. (22) the following expressions for the two branches of q{x): 

2Ap' 
2/ ^ ^ 2a2 

q^ix) 
M(1 - 2 M ) 

vix) 
Po 

2M(] 

M 2 ( T ^ 2 M ) '"'^'' ' ^ ' " " ( 1 - 2 M ) M 2 ' 

(26) 

9/ N P n ( l — 2 M ) 1 — 2 M ( 1 — M) , 9 1—M 

^ ^ % ^ , (27) 
M^ 

where Ap should be the same in both expressions and all quantities in de­
nominators are assumed to be not too small. Equation (26) describes nearly 
parallel propagating wave, while (27) describes a branch with comparable 
kx and k^. Respectively, the first branch has almost circular polarization 
{G/F >C 1), while for the second branch 

G^9o + eo+Vo^l+u 

F go-eo+r]o l - u 

Prom these relations one can derive conditions of the whistler t rapping in a 
weak duct. Assume, for simplicity, tha t the duct has a bell type shape. Then 
iy{x) —̂  0 at \x\ —̂  00. The trapping condition reads: q'^{x) > 0, inside the 
duct, and q'^{x) < 0, at \x\ —̂  oo. Then the branch , described by qi{x), may 
be t rapped if 

, ( 0 ) > ^ > 0 ( . < ^ ) . (29) 
Po 2 

Therefore at ct; < ujc/'^, the first branch can be t rapped only into a desity 
hump; it is easy to see tha t the second branch, q2{x), cannot be t rapped at 
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all. At cu > cUc/S , the first branch can be trapped only into a density trough 
with 

. ( 0 ) < ^ (u,>f); 
Po ^ 

(30) 

and the second branch does not exist because g|(x) < 0 at cu > cUc/S. These 
results, depicted in Fig.l, are in agreement with the geometrical optics [2]. 

Fig. 1. Behavior oiq{x) in the WKB approximation, (a): ui/uic < 1/2: the ducts are 
density humps. Transformation is symbolically shown by broken lines, (b): ui/uic > 
1/2: ; the ducts are density troughs. There is only one real branch of q, in this case, 
and, respectively, no tunneling transformation. 

Consider now what follows from the full wave approach at cu < cUc/S. In 
this case the wave function of the trapped whistler wave should be a super­
position of the two above branches that cannot be considered separately. In 
the case when the WKB approximation is legitimate, this leads to the con­
clusion that if, initially, the second branch is not present in the duct, it would 
be generated because of continuous transformation of the first branch into 
the second one. (In the inhomogeneous plasmas, such transformations are 
well-known.) As far as the second branch can not be trapped, we conclude 
that the whistler wave trapping in a duct at cu < cUc/S is not perfect: even 
if conditions (29) are fulfilled, there should be a wave leakage from the duct. 
On the other hand, at cu > cUc/S, the wave trapping is perfect, because the 
second branch does not exist. The transformation coefficient for the process 
qi{x) I—̂  Q2ix) at cu < cUc/S and the corresponding leakage rate from the 
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duct were calculated in Ref. [5] by means of a modified WKB approach. In 
the weak ducts, both the transformation coefficient and the leakage rate are 
exponentially small. The expression for the leakage rate looks very similar to 
the tunneling coefficient in quantum mechanics [14] and therefore this effect 
was called tunneling transformation [5,6]. Further developments of this ap­
proach were described in Refs. [15,16,11]. One should point out that in the 
ducts produced by solitons the conditions of the WKB approximation are 
not fulfilled . It appears, nevertheless, that the above reasoning leads to qua­
litatively correct predictions also in this case. To obtain quantitative results, 
we shall use below another approach [7], based on the full wave asymptotic 
solutions to Eqs. (11) and (12), which are beyond the WKB approximation. 

3 Full Wave Solutions for the Slab Ducts 

Following [7], we first consider weak ducts with the soliton type profile 

Ke) = ^ s e c h 2 e = ^ ^ s e c h ^ e , (31) , 5ecr ' 
Po eo + rjo 

where ^ is a stretched variable, defined by 

^-J J'\ -X. (32) 
\l eo + r]o + go c 

Here b is an arbitrary factor and /x a small parameter, /x <C 1. The solutions 
to Eqs. (11) and (12) can be looked in the form 

Fix, z) = F{t C)exp ( * % ^ ) , (33a) 

G{x,z) = G{!^,C,)eyi])ii—poz\, (33b) 

E^{x,z) = E^{CX)ew(^'-Poz), (34) 

where 

C= z (35) 
Po c 

and Po is defined in Eq. (15). It will be shown below that in the whistler soli­
tons z/(^) > 0. Then the factor h in (31) should be positive and the trapping 
in the duct z/(^) is possible only at ct; < uJrJ'2, . (This will be seen also from 
further results.) Taking into account that 

'^° - • ' ( " = - " ) >0 , (36) 
eo + ??o + go t̂ c - 2u; 
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we also see that ^ is real at ct; < LOCJ'^- Substituting (34) into Eq. (12) and 
neglecting the terms (19), we have 

a = ^ \ \ ^''^\ 9g[(eo + g^)F + (eo - <;o)G] + O(M^). (37) 
2?7op V eo + ??o + 30 

Substituting Eqs. (33), (34) and (37) into (11) and (13), we arrive at the 
following approximate system of equations for F and G: 

'lidcF + dlF + ^o~^o~gOg2g, 26(sech2e)F = 0, (38) 

'^3cG + ^ ° + ^ ° - g ° a 2 g ^ ^o-r?o+go 2 ^ ^ 2^0 ^^ 
eo + ??o + 30 "̂  eo + ??o + 30 "̂  M 

Prom Eq. (39), it follows that inside the duct G ^ ij?F. Neglecting the term 
with G in Eq. (38), we arrive at the Schrodinger equation [7] 

2idQF + dlF + 2h{sech^C)F = 0 (40) 

which approximately describes the eigenmodes, trapped in the duct. The 
solutions of Eq. (40) for the trapped eigenmodes have the form 

i?„(e,c) = exp(*^c)-^„(e), (41) 

where tf'„(^) satisfies the equation 

< ' (e) + (26sech2e - /3„)<Z'„(e) = 0 (42) 

which has well known analytical solutions . Functions tf'„(^) must be regular 
and vanish at |^| —̂  oo. This is possible only at (e.g. Ref. [14], Sec. 23) 

Pn=\ 
2 

Vl + 8 6 - ( l + 2n) , (43) 

where 

n = 0 , l , 2 , . . . , n < a = - ( V l + 8 6 - l ) (44) 

(n is the number of nodes) . At large h , there are many eigenmodes and those 
with large n satisfy the WKB conditions. In fact, such solutions were used in 
[5,15,16] for the description of trapped modes in the WKB approximation. 
As we shall see , for the soliton 6 = 1 . Then from (44) it follows that there 
is only one eigenmode with n = 0 . Prom Eq. (43) we then have (3Q = \ and 
therefore the solution (41) for 6 = 1 reads 

i?o = exp(*^)tf'o(e), <Z'o(e)=^seche (45) 
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However, as we shall see below, omitting the term with G in Eq. (38) we 
loose the wave leakage from the duct which has been qualitatively discussed 
above in the WKB approximation. To include this effect, we define 

i^(e,c) = -^(e,c)exp(*^), G(e,c) = '?(e,c)exp(*^) (46) 
and substitute this into the full system (38), (39). This gives the equations 

2idc^ + dj^ + ^o~^o~gOg2g, (2sech2e -IW = 0 (47) 

^ ^ to + 'no + go ^ 
2^^.^ + ô + ^o -gOg2^ ^ ^o-m + 90g2^ ^ 2g,^ ^^^^ 

eo + ??o + 30 ^ eo + ??o + 30 ^ M 
Substitute here 

-^(e,c) = -̂ o(e) + V'(e,c), m x ) = Mi) + f{iX), m 
where tf'o(C) is written in (45) and ^o(C) is the solution to Eq. (48) with 
^ = !̂ o(C) • Then we have the following equations for -(/"(CJ C) ^nd c (̂̂ , (J') [7] 

2*a.V + 5|V + ^ ° - ^ ° - g ° 9 | y _ ^ + 2sech2e V 
•̂  eo + ??o + 30 "̂  

^ ( f ^ ^ ^ ? o ) ^ ^ £ _ i 4^^^ (50) 
4eo??o ^ 

„.;, , eo + ??o - go a2 , eo - -̂yo + go ^2 , ^. f̂fp 
eo + ??o + go ^ eo + ??o + go ^ M 

where L is the differential operator 

£ = 1 + 7 ^ ' ° + ^ ° ^ ' " ^ ° 9,̂  (52) 
4eo??o 

with 

go(eo+??o+go)^ 

The small parameter 7 plays, as it will be seen below, an important role in 
the description of the wave leakage. From formulas (9), it follows that 7 > 0. 
We solve eqs. (50)-(51) at the initial conditions 

V'(e,o) = o, ^(e,o) = o. (54) 
Thus, we assume that at (J' = 0, there is only the trapped wave described 
bytf'o(C) from (45) and associated function ^o(C) defined above. The system 
(50)-(51) can be solved by means of the Fourier (with respect to ^) and 
Laplace (with respect to C,) transforms. The approximate solution reads [7] 

V'(e,c)«c7if 0{i)0{C - xe)exp( - i^) + e{-0O{C + xe )exp(*^) 
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where C is a numerical constant of order 10, 

K^^^'^-f-'K.A~\ (56) 
A is a constant factor from (45), 0{Z) is a step function defined by 

0{Z) = 1 for Z > 0, 0{Z) = 0 for Z < 0, (57) 

and 

^^_4+'nl + {e.+m)9.^ (58) 

2eo??o 

Expression (55) is valid at 

c>o , i e i » i , i c ± x e i » i . (59) 
As for c (̂̂ , C,), it is given by 

^(e,c)«^^i^^(e,c). (60) 
Expressions (55) and (60) asymptotically determine the radiation outgoing 
from the duct at initial conditions (54). It is easy to check that C/A/7 = 
q2{uj/c)x, where (/2 is given by Eq. (27). This shows again that the radiated 
wave is indeed the second branch. Also, we see that Eq. (60) agrees with 
(28), i.e., it correctly determines the polarization of the wave out of the duct. 
The region, occupied by the radiation, is shown in Fig.2. At conditions (59) 
the width of the duct can be neglected (in Fig.2, the duct corresponds to 
the origin of the domain occupied by radiation) and the transient layers are 
reduced to jumps, described by the step functions in Eq. (55) . (The fine 
structure of these layers is briefly discussed in [7].) From formula (55) it also 
follows that t a n a = x- This can be expressed through the components of 
the radiation group velocity \]g. Using dispersion equation (20), one can flnd 
that 

X = -{UgJUg^X^ = (UgJUg^X,, (61) 

(note that x > 0, sgnUgx{q2) = -sgn(jr2, Ug^ > 0. 
As we have already mentioned, the wave leakage from the duct is a result 

of the transformation of the trapped branch into the nontrapped. Therefore, 
the amplitude of the trapped wave must decrease with the increase of ( . 
Deriving (55), we used an adiabatic approach, assuming that the amplitude A 
in (45) is constant. This was justifled because expression (55) is exponentially 
small and, therefore, the radiation flux is also small. Now one can obtain an 
equation for A{(), using (55) and conservation laws. This equation reads [7] 

[el + {rjo + gof] (eo - ??o + go) 2 

d^\nA^ / 2 2 exp - — (62) 
TT \ 

I) 8eOToX7 ^ A/7 

where, according to (58), x ^ A/7- We see that d^^A decreases beyond all 
powers of 7. 
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^ 

Fig. 2. Region occupied by the radiation at initial conditions (54); tana = |x| 

4 Slab Whist ler Solitons 

Extending the above results to the solitons, we first assume tha t the non-
linearity originates because of the ponderomotive interaction of the whistler 
wave with plasma. Considering a collisionless plasma with hot electrons and 
cold ions, we can neglect the wave damping. Then the density variation pro­
duced by the ponderomotive force can be written as [17,11] 

l - u 2{l-u) 

1+11 U 
(63) 

where 

El ^ 32™(1 - u)aQ'^NoTe, (64) 

TQ is the electron temperature and other notations are defined in (23). Now 
we use Eqs. (11), (13) and (37) with 

e + p = eo + po + 
aniy aniy 

u{l — u)' 
e - P = eo - po 

u{l + u) 
(65) 

[These formulas follow from (9), (23) and (24)]. Then we arrive at the appro­
ximate system of equations 

^ * eo + r?o + ffo ^ IJ? 

2id,G + °̂ + '?°7g°a|G + ^o->?o + gOg|^ _ P | 1 ^ ^ ( ^ ) G 
eo + % + 90 eo + '?o + 90 yu2(l+M) 

(66) 

(67) 

where we used the same variables as in eqs. (32)-(35). Assuming tha t ly ^ 
/i^, we can neglect the last term on the left hand side of Eq. (67) and we 
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arrive at the equations looking like (38) and (39) [Now Eq. (66)] is in fact 
nonlinear]. Basing on the solution of system (38) and (39) we can guess [7] 
tha t eqs.(66) and (67) describe the whistler soliton and a tunneling wave. 
[The density variation (63), produced by the ponderomotive force, serves as 
a duct, t rapping the whistler wave]. Neglecting also the terms with derivatives 
of G in Eq. (67), we have G ^ ij?d'iF. This rough estimate, however, is valid 
inside the soliton, but not in the region occupied by the emitted radiation . 
Neglecting the term with G in Eq. (66) and retaining only the first term in 
(63), we reduce Eq. (66) to the NLS equation [7] with the soliton solution 

F{iX) = ( V 2 M — ) ' ^ o ( e ) e x p ( * C / 2 ) , (68) s— 

^o{C)=sec\it (69) 

Prom eqs. (63), (68) an (69) we then obtain the density variation produced 
by the soliton 

K e ) « f ^ ) s e c h 2 e (70) 
Po 

This indeed describes a density hump which t raps the whistler wave at ct; < 
uJrJ'^- Equation (70) coincides with (31) for 6 = 1. 

Now we take into account the terms with (5, neglecting the term with 
v{i^)G in Eq. (67) and retaining only the first term in Eq. (63). Then the 
solution of eqs. (66) and (67) can be writ ten in the form 

F{i, C) = ( V 2 M — l - ^ i e , C)exp(*C/2), (71a) 

G(e, C) = ( V 2 M — ) -^(e, C)exp(*C/2) (71b) 

where 

-^(e,c) = -̂ o(e) + V'(e,c), (72a) 
'?(e,c) = '?o(e) + ^(e,c), (72b) 

with tf'o(C) from (69) and ^o(C) satisfying the equation 

e o + r ? o - g o , ^ ^ ^ eo- r?o + go , ^ ^ ^ 2 ^ ^ ^ ^ ^^^^ 

eo + ??o + 30 ^ eo + ??o + 30 ^ M 

Then we arrive at the following equations for -(/"(CJ C) ^nd (/)(^, C,) 

2idci^ + 5?V - V- + 2seche(2V' + V*) + ''°~^°~^°djw 
^ e-o+Vo+go ^ 

= ^^^''-'^'^'-''h-'dt%, (74) 
4eo'^o ^ 

2 « 5 c ^ + , , d^cp+ • • d^'iP = • • " 2 ^ 75 
^o + Vo + go ^ ^o+Vo+go ^ 7(eo + Vo + goY 
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where 7 is defined in (53) . Tliis system, like eqs. (50) and (51), can be solved 
by means of the Fourier-Laplace transforms and the solution looks similar. 
Then we again arrive at eqs. (55), (56) and (60) with somewhat different 
constant C (but of the same order) and A = 1 [7]. This is not surprising 
in view of the described above similar mechanisms of the wave trapping in 
ducts and solitons. 

As it is seen from Eq. (55), the amplitude of the radiated wave is expo­
nentially small provided .^7 <C 1 (which is also a condition of the validity of 
the asymptotic approximation used in [7]). This condition can be expressed 
in terms of the soliton parameters as follows. Indeed, from (69) and (39) it 
follows that the soliton width in dimensional units is 

c 2 ( 1 - 2 ^ ) _, 
cu y 1 — M 

The x-projection of the wave vector of the radiated wave reads 

4^^ = -Q2 « "oW ^ T : , T - , (77) 
C y M'^(l — U) C 

where we used Eqs. (27) and (15). From these expressions and Eq. (53), it 
follows that 

( 5 , 4 2 ) « , 2 7 - i (78) 

Therefore, the condition .^7 <C 1 can be written as 

(5,42) » 2, (79) 

i.e., the soliton width must be much larger than 1/kx • This condition is 
violated if uj is sufficiently close to uJc/2. Though at ct; —̂  uJc/2, our theory is 
not applicable, one can guess that in this case the radiation becomes rather 
strong and, in fact, the whistler solitons have short lifetimes. This conclusion 
is confirmed by numerical experiments which show that the soliton lifetimes 
decrease together with uJc/2 — uj; it also naturally agrees with the existence 
of the whistler solitons only at uj < uJc/2. 

The wave leakage from the soliton leads to the decrease of its amplitude 
and, therefore, of the parameter 7 . The equation for 7 reads [7] 

(eo -r]o + gof [el + {rjp + gpf] \C\^n^ ^̂ ^ ( -—) 

2eo'no[4 + vl + <^oi<io + m)] A/7 ^ A / 7 ^ ' 

The right hand side of (80) is negative because eorjo < 0 and the decrease 
of the soliton amplitude is exponentially small at condition (79). Eq. (80) is 
analogous to (62) and can be solved by an approach developed in [18] with 
similar results. 
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The above approach can be readily extended to the Kerr nonhnearities. 
As a starting equation we may take 

curl curlE = ^ ( C Q E + DN), (81) 

where E(x, z) is the electric field amplitude, defined by Eq. (1), eo the li­
near dielectric permitivity tensor and DAT = CQE is the nonlinear part of 
the electric displacement vector. For the ponderomotive nonlinearity we can 
write, 

^ dt^ dujr, 

OCUp OV 

where t is defined by formulas (8) and (9) and v is given by Eqs. (63) and 
(64). This leads to Eqs. (66) and (67) and the above results. If 

DAr = «iTE, i T = ^ ( | F | 2 + |G|2+2|S, |2) , (83) 

we have an isotropic Kerr nonlinearity D^r = KJEpE. We shall assume that 
K > 0. One can write 

n=pl/El (84) 

where EQ is a constant with the dimension of electric field. As before, we as­
sume that the nonlinear term is small and introduce a parameter /x, such that 
|E|^/i?o '^ M /̂Po "^ 1- Then one can use the approximation 11 « ( l /2 ) |Fp . 
Using variables (32)-(35), (71) and (72) we arrive at Eqs. (74) and (75) with 
tf'o(C) from Eq. (69). The solution of these equations are expressed by for­
mulas (55)-(60) with A = \] it describes the radiation outgoing from the 
soliton [see Fig.2 and explanations after Eqs. (60) and (75)]. The decrease of 
the soliton amplitude due to the radiation is again determined by Eq. (80). 
Therefore, Eqs. (81) and D ^ = KTTE with n « (1/2) |Fp lead to the same re­
sults as the ponderomotive nolinearities with the density variation (63). This 
is in agreement with the results obtained (by means of another approach) 
for the slab solitons in gyrotropic media, which are not necessarily plasmas 
[12]. The gyrotropic properties for such matherials are determinened by the 
parameter g that is called "the gyrotropic parameter". {The basic equations 
of the linear theory [19] can be reduced to the linear part of Eq. (81) with 
the elements of {^written in Eqs. (8)}. Generally, the gyrotropic parameter g 
may be both positive, as for whistlers, and negative. At gr < 0, the solitons 
do not radiate (in [12], this parameter was used with the sign opposite to the 
present paper). 

5 Self-Focusing of Whist ler Wave Beams 

The wave leakage from nonlinear structures plays an important role in the 
collapse type phenomena of nonlinear waves. A typical example is the self-
focusing of whistler waves [10,11] which will be considered in this section. We 
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confine ourselves to the ponderomotive nonlinearity. Introduce cylindrical 
coordinates r, </>, z and assume that the density variation in the wave beam is 
axially symmetric, i.e. v = i/{r, z). Then Eq. (2) with (4) and (8) has solutions 
of the form 

F = Er-iE^ = F^{r, z)e*™^ G = Er + tE^ = G^{r, z)e*™^ E, = S„,e*™^ 
(85) 

where m = 0, ±1 , ± 2 , . . . . Substituting (85) into (2), we arrive at the equati­
ons 

-'J-Z^N J- IT Q,2 ' -ir) ^ ™ - ( a ; + 7 ) (V • E™) + ^ ( e + g)F„, = 0, (86a) 

^ + iJ"+^^G„ - ( I - 7 ) (V • E™) + ^(e - ,)G„ = 0, (86b) 

1 / 9 777 /9 R 

V • E „ = - T r l K ^ m + G„)] - - ( F „ - G„) + — ^ , (87) 
2,r or Ir oz 1 d r 

-(??Sm.) + ^ T T [(̂  + 3)P^ - (e - ff)Gm]} ; Zr or I 
Tfl 

+—[(£ + (;)F„ - (e - (;)G„] = 0, (88) 
Zr 

where 

(r) r dr\ dr J r^ 

At large r these equations turn into (11)-(13). 

Now assume, as in the slab problem, that z/(r, z) is a slow function of its 
arguments. Introduce stretched variables 

p = lj,—por, C = i?—poz (90) 
c c 

(yU, <C 1) and neglect the terms with the derivatives of z/(r, z) (and, respec­
tively, the derivatives of e, ry, gr). Similar to formulas (33) and (34), we also 
write 

F„, = Frr,{p, C)eyi^[i{uj/c)poz\, G^ = G^{p, C)exp[«(u;/c)po2;] (91a) 

E^z = Err,z{p, C)exp[«(u;/c)po2;] (91b) 



46 V.I. Karpman 

and neglect terms with fjL^d'jFjn and i^'^d'iG„ 
(86a)-(88) and (65) 

.dF„ 

Then we obtain from Eqs. 

.OGjyt 

A'q 

9 

2m2 - 2m d -

p^ dp 

Cr„ 4jy (P) " 

A'q 

2m2 2m d 

p^ dp 
{pK 

= 0, 

0, 

(92) 

(93) 

where operator A, I is given by Eq. (89) with r ^ p, and the terms with 

P^djFm and p?d'jGm are neglected. The additional terms, containing deriva­
tives of e, ?7, g, are derived in [11]; a qualitative investigation, supported by 
numerical calculations, shows tha t they are less important then those retai­
ned in Eqs. (92) and (93). We require tha t all terms in Eq. (92), containing 
Frm should be of the same order. Therefore v ^^ p?, 

e = eo + 0{p^), g = go + 0{p^), ?? = ryo + O ( M ^ ) , (94) 

and we shall consider Eqs. (92) and (93) with 

e - ^ e o , V ^ m, 9^90- (95) 

To these equations we add 

E„ 
ip 

"^pomp 

d 
(eo + ffo) -Q-ipFm) IP Yf 

d -
+ {<^o-9o) Tr{pGm) + mGr. dp 

(96) 

which follows from Eq. (88), after similar simplifications. Prom Eq. (63), we 
see tha t v ^ \Fm\/Eo- Therefore p is equal, by the order of magnitude, to 
the normalized electric field strength (as in the slab case). 

It is instructive to apply, first, these equations to the homogeneous plasma 
[11]. Then i/ = 0 and it is reasonable to return to the original variables r and 
z. The solutions to Eqs. (92), (93) with i/ = 0 are 

Fm{r, z) = AiZrr,-i (—qr) e x p | i—ppiz J, 

G„X'r,z) = AiZrr,+ i\-qr)eyiY>\i—ppiz 

(97a) 

(97b) 

where pi is a free parameter, Ai^2 are constant coefficients and Zn{w) are 
cylindrical functions, satisfying the Bessel equation [20] 

mzAy) = \r)' q)'Zn{%r). (98) 
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If Zn{w) are Hankel functions i7„ (w), expressions (97) and (91) describe a 
spiral outgoing cylindrical wave with the parallel wave number {uj/c){po+i^pi) 
and perpendicular wave number {uj/c)q. Using recursive formulas for the 
cylindrical functions [20] and Eq. (98), we arrive at the system of equations 
for Ai_2 

[Arjoi^PiPo + (eo +90 + m)<f]^i - (̂ o -go- m)<f]^2 = 0, (99a) 

(eo +go - 'r/o)(l'^]^i - i+r/ofJ-PiPo + 4go??o + (eo - go + ??o)'?^]^2 = 0. (99b) 

The condition of its solvability approximately reads 

eoW** + 5'o(eo + go + m)<f + 4??o5'oMPiPo = 0. (100) 

(101) 

(102) 

(103) 

(104) 

This gives 

and 

two branches of q at fixed f>i, 

<ll'^ 

\AJI 

fA2 

eo + 30 + m Po 
e-o + go-Vo 2 = (/f « -

4?7o5'o 

« 4-
0 

«o 
M(1 - 2M) 

- ( 1 + M) , 
Po 

2 eo+go+'r/o 1 
qi^ go « 

eo 
\ _ eo + go + ??o ^̂  ( 2 M -

— 2M 2 
9 P O J 

M^ 

- 1 ) ( 1 + M ) 

Po 

1 

^Ai/2 eo-5'o- ' '?o 1 - M 

Evidently, the existence of the first branch is indispensable, because otherwise 
there will not be a continuous transition to the longitudinal propagation at 
/i —̂  0. Prom formula (101) it then follows that pi < 0 at M < 1/2 {uj < ujc/'^) 
and there are two real branches of q, while at ct; > uJc/2 there is only one 
branch, qi with pi > 0 ((/2 is imaginary). Thus we, naturally, arrive at the 
same physical conclusions as in the plane geometry. Comparing formulas 
(101)-(104) with the plane wave expressions (26)-(28) at i/{x) = 0 we see 
that they are in agreement and i^pi = Ap. 

In fact, the only simplification made in the derivation of Eqs. (92) and (93) 
from (86)-(88) for the homogeneous plasma, was the neglect of terms with 
the second derivatives and (the derivatives d'^Fm ^ fJ^dc^Fm and diGm ^ 
lj?dQGjn (the derivatives of Fjm Gm over r were not neglected ). This leads 
to the restriction fjipi <C 1 and this is the only reason for the appearance of 
a small parameter /x in applications of system (92), (93) to the homogeneous 
plasma. The full solutions to Eqs. (86)-(88) describing cylindrical waves in 
homogeneous plasma [21,11] with |p—poj ^ Po lead to the dispersion equation 
(22) obtained for slab geometry; as we know, at |p —poj ^ Po, it gives appro­
ximate formulas (26)-(28) for plane and (101)-(104) for cylindrical whistler 
waves. It is remarkable that Eq. (22) as well as Eqs. (101)-(104) do not 
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contain the azimuth number m. Now we apply Eqs. (92) and (93) to inho-
mogeneous plasmas and to nonlinear whistler waves with the ponderomotive 
nonlinearity. Then a small parameter /x originates in the assumptions charac­
terizing density variations {y ^^ fj?, d^lnv ^^ IJL). Assume that the wave beam 
and, therefore, v vanish at oo. Then we can argue in a way similar to that one 
in the plane case. From Eq. (93) we find that inside the beam G^n ^ M^^«-fm-
Due to that, we consider the terms with Gm in Eq. (92) as small inside the 
beam and neglect them (in the lowest approximation). Likewise, in Eq. (63) 
we can neglect both terms with G and E^- Then Eq. (92), with account of 
(95), approximately turns into 

+ ^ ° + f ° + ^ ° i ( - - i ) f ^ + - i - , | F „ p P „ = 0, (105) • dFjn ep+ go + ??o y:m-i)p 1 

which plays a role of the NLS equation for Fm for spiral beams [11]. Instead 
of the operator J^^V , that is the radial part of the Laplacian for the m th 

angular mode, it contains ylj;"! '. The reason is that in addition to the an­
gular momentum of the m th harmonic there is a "spin" angular momentum, 
associated with the right-handed polarization of the field described by Fm-
Solving Eq. (105), we then can calculate G^. and E^ by means of Eqs. (93) 
and (96). 

Equation (105), in the dimensional units, can be written as [11] 

^Vg^-^ + \sA)'-\-^'Fm-5LoFm = 0, (106) \r) 

where 

-•-iwX *-(ST)O' ^"-^''{w),r ' - ' 
Here uj = uj{k, k^, N) is the function (20) with k'^ = k^ + k\ and ( )o means 
that after differention one should put k±_ = 0, N = NQ. The parameter 
Suj is the nonlinear frequency shift. Equation (106) describes the stationary 
self-focusing if SSuj < 0 (which is a necessary condition). Prom the explicit 
expressions 

V„ « , b « 7j , ou) « —u){l — u)!/, (108) 
PO ^Po 

it follows that the self-focusing is possible only at ct; < UJC/'2,, because according 
to Eq. (63), V > Q coincides with the conditions of the existence of plane 
solitons) . Another condition of the self-focusing is [11], 

Jri i"(i^r+(^)'i^"i"-i^i^~i*)'*<» '™' 
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which follows from the virial theorem [22]. We also observe that the asympto­
tic behavior of the wave beam at sufficiently large r and suffuciently far from 
the collapse point can be described by a Fourier integral of the functions (97) 
with the variable of integration pi, Ai = Ai{pi), Zm,-i{w) = HU_-^{W) and 
(/I from Eq. (101). Now consider all terms in Eqs. (92) and (93). We can use a 
reasoning similar to that one applied to Eqs. (66) and (67), describing slab so­
litons. At sufficiently large r, the solutions to Eqs. (92), (93) should turn into 
a sum of two Fourier integrals containing functions (97) with two branches 
described by (101), (102) and (103), (104). The ffist of them, containing (/i, 
represents the asymptotics of the wave beam and the second integral, contai­
ning (/2, describes the radiation emanated by the wave beam. The radiation 
increases with the narrowing of the beam and losses due to the radiation may 
cause the violation of the self-focusing condition (109). Then should come a 
defocusing stage and the radiation will be less intensive, etc. Finally the wave 
beam should become defocused because of continual radiation, contrary to 
the prediction that follows from the NLS equation (105). A conffimation of 
this scenario was obtained by means of numerical experiments. 

Here we describe relatively simple experiments based on the numerical 
solutions of the system (92), (93), (63) with simplifications (95) and (96). 
Of course, it is a model system based on the assumption of the smallness 
of parameter /x which is correct only for sufficiently broad beams. But the 
NLS equation, predicting self-focusing, must also be considered as a model 
equation formally valid at small /x . [In fact, it is less accurate than the system 
(92), (93)]. Thus, consider the solution of the system in question at m = 1 
for the initial conditions, 

i?i(p,0) = F ioexp(V/ / 'o ) , G i ( p , 0 ) = 0 (110) 

(in all computations we have taken po = 20/i) and with boundary conditions 

dFi/dp = Q, ( 5 i = 0 (p = 0). ( I l l ) 

. At the end of the computational region (p = pmax we have required the 
total absorption of the field. The results are presented in Figs. 3 and 4 for 
u = uj/ujc = 0.4 and Fig. 5 for M = 0.45. Fig. 3 shows the evolution of the 
normalized field intensity versus ( in the center of the wave beam {p = 0). The 
full line is -Fi(0, (J')Î , obtained from the system (92) and (93) and the dotted 
line is the solution of NLS equation (105). The solution of Eqs. (92) and (93) 
shows, in accordance with the above analytical theory, the initial increase of 
the intensity and then decrease after a peak at ( ^ 10 /̂x. The decrease is 
caused by the radiation. At the same time, the numerical solution of the NLS 
equation, presented by the dotted line, shows an unlimited increase of the 
intensity which is nothing than collapse. The third line depicts the behavior 
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Fig. 3. Numerical solutions of the system (92), (93) and the NLS equation (105) 
at p = 0 foT u = 0.4, m = 1 and \Fi 0.004. (- Plot of |F i /F io r versus 
C' = C//^^ obtained from Eqs. (92) and (93). ( ) Plot of |F l /F lo |^ obtained 
from Eq. (105). ( - • - ) Plot of / / lO , where / is the integral (112). 

Fig. 4. Surface |Fi/Fio|^ for u = 0.4, m = 1 and |Fio|^ = 0.004, obtained from 
Eqs. (92) and (93). p' = p/ji and C' = C//^-
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• ' ^ 

Z^-iar 

^e-

Fig. 5. The same as Fig.4 for u = 0.45 and iFiof = 0.0035 

of the integral 

HO f 
Jo 

lA(p,c)iVrfp. (112) 

This function becomes noticeably decreasing after the radiation, emanating 
from the beam, reaches the end of the computational region Pmaxi where 
the condition of full absorption is imposed. The full relief of \Fi{pX)\'^ at 
1̂  = 0.4 is shown in Fig. 4. Here, one can clearly see the oscillatory regime of 
the beam defocusing as well as radiated waves. A similar relief for î  = 0.45 
is shown in Fig. 5. Here, the peak of intensity is lower than at u=0.4 while 
the wavelength of the radiation is larger. This figure confirms the analytical 
predictions tha t the intensity of the resonant radiation increases and the 
perpendicular wavenumber decreases if the whistler frequency approaches 

Very similar results were obtained for other m , e.g., for ?TI = 0 [10] 
and ?Ti 7̂  0,1 (unpublished). Numerical studies of other, more complicated, 
models with softer restrictions , which are now in progress, seem to confirm 
the described analytical predictions. 

6 Concluding Remarks 

Considering plasma density duct, aligned parallel to the ambient magnetic 
field, with t rapped whistler waves we have shown tha t at cj < c^c/S, when the 
ducts are density humps, the trapping is not complete and therefore waves 
are continuously emanated from the duct. This process takes place because 
of the transformation of the t rapped whistler wave into another mode tha t 
cannot be t rapped and therefore escaping from the duct. Then we exploited a 
substantial similarity between envelope whistler solitons (which exist only at 
cj < cJc/S) and plasma ducts and showed tha t the whistler solitons must also 
emanate radiation and therefore loose their energy. A full-wave analytical 
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theory of the whistler radiation from the plain (one-dimensional) ducts and 
solitons was developed [7]. The theory was then extended to the cylindrical 
geometry where, instead of plain solitons, there are spiral wave beams parallel 
to the ambient magnetic field. The equations, self-consistently describing such 
beams tha t ineract with plasma by means of the ponderomotive force, are 
reduced in the lowest approximation to the NLS equation which predicts the 
beams self-focusing. The leakage of the t rapped radiation from the beam, 
which has many common features with the tunneling [11,23], increases with 
the decrease of the beam effective diameter and this causes the seasing of the 
self-focusing and subsequent defocusing. Numerical experiments confirming 
these processes [10,11] are discussed. 

The developed theory can be extended to other gyrotropic media with 
Kerr nonlinearities where the gyrotropic constant g can be not only positive 
(as for whistlers) but also negative [12,13]. The solitons can exist at both 
signs of g. However, at gr < 0 , the soliton radiation does not take place [12]. 
A s tudy of wave beams with cylindrical symmetry in gyrotropic media shows 
tha t they are defocusing at gr > 0 (in oscillatory regime) and weakly oscillate 
around stable cylindrical beams at gr < 0 [13]. 

In this paper we have considered only steady structures. One can show, 
adding to some basic equations the appropriate terms with time derivatives, 
tha t the considered structures are stable with respect to the time dependent 
perturbat ions (within the range of the validity of used approximations). 
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Abs t r ac t . Alfven wave filamentation is an important instability as it can lead 
to wave collapse and thus to the formation of small scales. Different asymptotic 
equations are here derived to describe this phenomenon. They apply in different 
regimes, depending on the level of the dispersion with respect to the nonlinearity. 
The (scalar) nonlinear Schrodinger equation, valid when the wave is strongly di­
spersive, allows the study of the influence of the coupling to magneto-sonic waves on 
the development of the instability. This equation generalizes to a vector nonlinear 
Schrodinger equation when the dispersion is decreased. The amount of dissipated 
energy that results from the wave collapse when damping processes are retained, 
is also estimated in these two cases. When the dispersion is weak and comparable 
to the effects of the nonlinearities, a reductive perturbation expansion can be used 
to derive long-wave equations that generalize the DNLS equations and also contain 
the reduced MHD for the dynamics in the plane transverse to the propagation. 

1 Introduction 

It is believed tha t Alfven waves play a central role in the dynamics of 
magnetized plasmas. These waves have been widely observed in astro and 
geophysical plasmas such as the solar wind [1], planetary and interplane­
ta ry shocks and near comets ([22] and references therein). The interaction 
of Alfven waves with particles can lead to particle heating, acceleration and 
wave damping. Waves of finite amplitude are also subject to several impor­
tant nonlinear processes and under their effect can undergo a transformation 
from an undamped state to a state where due to the formation of small sca­
les, dissipative processes can act. The equations governing the dynamics of 
a three-dimensional plasma are in fact of a considerable complexity for both 
analytic developments and numerical simulations on the present-day compu­
ters, even when considered in the MHD approximation. As a consequence, 
strong interest has been paid to the development of asymptotic approaches 
leading to drastic simplifications of the problem in specific limits. 

Neglecting kinetic effects, we concentrate here on the so-called Hall-MHD, 
where dispersive effects associated with ion inertia originate from the Hall 
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term in the generalized Ohm's law. When written in a non-dimensional form 
where the density, the magnetic field and the velocities are measured respec­
tively in terms of the unperturbed density po, the ambient magnetic field B 
and the Alfven velocity VA = B/^/Anpo, the equations for a polytropic gas 
read 

dtp + V- (pu) = 0 

p ( 5 t u + u - V u ) = - ^ V p T + ( V x b ) x b 
7 

dth-V X ( u x b ) = - - ^ V x f - ( V x b ) x b ' ) 
Ki \p J 

V b = 0. 

(1) 

(2) 

(3) 

(4) 

The quantity i?j denotes the nondimensional ion-gjTomagnetic frequency, the 
parameter f3 the square ratio of the sound speed Cg and the Alfven velocity, 
while 7 is the polytropic gas constant. 

In the case of weakly nonlinear dispersive waves, two different asymptotics 
are usually considered. When the dispersion is kept finite, the modulation of 
a monochromatic Alfven wave with a small (but finite) amplitude is governed 
by a nonlinear Schrodinger (NLS) equation for the complex amplitude of the 
wave with, in some instance, a coupling to low frequency magneto-sonic waves 
driven by the modulation. In contrast, a reductive perturbative expansion de­
als with long wavelength waves for which the dispersion is comparable to the 
nonlinearity. In the context of Alfven waves propagating along a uniform am­
bient magnetic field and in the one- dimensional case, this asymptotics leads 
to the so-called "derivative nonlinear Schrodinger" (DNLS) equation ([20], 
[28], [21] and [22] for a recent review), because of the equality between the 
phase velocity of the Alfven wave and the sound speed in the zero-dispersion 
limit. As noted in [24], this equation is to be generalized by retaining the 
coupling to magneto-sonic waves, to describe the filamentation instability. 

Note that the DNLS formalism does not retain the decay instability which 
involves contrapropagating waves. This longitudinal instability which occurs 
for /3 < 1 affects wavenumbers larger than that of the carrier and may lead 
to the development of strongly nonlinear effects [4]. In higher dimensions, the 
linear problem involves additional instabilities [33] and the analysis of their 
competition in the nonlinear regime requires the direct formulation of the 
primitive equations. As a first step, we choose to isolate the various processes 
and to concentrate in this paper on the filamentation instability, using the 
modulation and long wavelength asymptotics associated respectively with 
situations where the nonlinearity is small or comparable to the dispersion at 
the scale of the carrier. 

A well-known nonlinear phenomenon that takes place in the presence of a 
finite dispersion is the collapse of waves of small but finite amplitude, which 
collects energy over large distances and leads to an intense focusing of the 
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wave. Section 2 discusses recent results on the transverse collapse (filamenta-
tion) of dispersive Alfven waves propagating along the ambient magnetic field. 
The envelope dynamics of a weakly-nonlinear circularly polarized wave-train 
propagating along the ambient magnetic field then obeys a NLS equation 
with a potential resulting from the coupling to low-frequency magneto-sonic 
waves that are themselves driven by ponderomotive forces [5]. Special atten­
tion is paid to the quasi-stationary convective filamentation instability which 
develops in a strongly magnetized plasma (small /3), a regime where kinetic 
effects are negligible. In this regime, on the scales where the modulation can 
be viewed as time-independent, the dispersion is negligible compared to the 
diffraction, the magneto-sonic waves become slaved to the Alfven wave and 
the Alfven-wave amplitude is governed by the usual two-dimensional NLS 
equation. The nonlinear development of the filamentation instability and its 
contribution to the heating of the plasmas are discussed with a possible ap­
plication to the quiet regions of the solar corona [3]. When deviation from 
purely stationary regime is made relevant by reducing the duration of the 
incident wave-packet, the coupling to the magneto-sonic waves is to be retai­
ned. This coupling leads to the formation of sharp magneto-sonic fronts [26], 
[5], which provides an additional mechanism for small-scale generation and, 
in some instances, can also arrest the Alfven wave collapse. Note that the en­
velope dynamics are significantly different when the direction of propagation 
of the Alfven wave makes a finite angle 0 with the ambient magnetic field [9]. 

Section 3 deals with the regime where the dispersion is too weak to enforce 
circular polarization of the wave on the modulation scales. In this case, the 
filamentation dynamics was shown to be governed by a vector NLS equation 
[6] and to produce different small-scale structures. The consequences on the 
wave dissipation are also considered. 

Section 4 addresses the long-wavelength regime where nonlinearity and 
dispersion can balance. Generalized DNLS equations are presented. They 
take into account the coupling between the nonlinear dynamics of the Alfven 
waves and the two-dimensional hydrodjTiamics that develops in the planes 
transverse to the mean magnetic field and also include the coupling with 
nonlinear magneto-sonic waves, thus extending the formalisms presented in 
[25] and [10]. They form a good starting point for the numerical exploration 
of the filamentation process beyond the framework of the envelope equations. 

2 Filamentation of Dispersive Alfven Waves 

2.1 Modulation Analysis 

Consider a monochromatic Alfven wave-train of small amplitude, propa­
gating along the ambient magnetic field in an homogeneous and dispersive 
plasma. The modulation analysis is performed by introducing the slow vari-
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ables T = i^t, X = i^x, Y = i^y and Z = i^z and by expanding the various 
fields in the form 

y r^ y\ ^ r^ y2 ' by --

bz--

bx --

= l^by^ + H%y^ + • • 

= nbz^ + n%z2 + • • 

= 1 + ii^bx^ + IJ-^bx: 

yO = 1 + M^/'2 + M^PS + 

dtby. 

dtbzi 

Ki 

Ki 

= 0, 

= 0 

(5) 

(6) 

with /i a small parameter. The different magnitudes of the transverse and 
longitudinal components select the Alfven wave eigenmode at the level of the 
linear problem. 

To leading order, one gets the linear system 

dtUy^ - dj)y^ = 0, 

dtUzi - dj)z^ = 0, 

which admits monochromatic solutions in the form 

by, = By, {X, Y, Z, T)e'^kx-ut) ^ ^^ 

with complex amplitudes By,, Uy,, B^,, U^, related by the characteristic 
relations of Alfven modes Uy, = ——By, and U^, = - — B^,- The presence of 
dispersion at the scale of the wavelength when the parameter Ri is kept finite, 
prescribes tha t the amplitudes of the transverse magnetic field components 
then obey B^ = iaBy with a = ± 1 . The Alfven wave is then right-hand 
(cr = 1) or left-hand (a = —1) circularly polarized, with a dispersion relation 
(iv/k)'^ = 1 +au;/Ri (where LV assumed positive). 

At order /x^ of the expansion, the equations for the density and the lon­
gitudinal velocity and magnetic field components read 

dtP2 + dxUx^ = -{dyUy, + dzUz,) (7) 

d,Ux,+pdxP2 = -Ux{l?y,+bl^) (8) 

1 

Ri 

dxbx,=-{dYby,+dzbz,) (10) 

dtbx2 = -{dyUy, + dzUz,) + -^dxi-dzby, + dybz,) (9) 

and are solved as 

P2 = P2e'('^"-"*) + c.c. + p2 (11) 

« , , =w, , e* ( ' ^ " - "* )+c .c + w,, (12) 

6,, =6,,e*('^--"*)+c.c. + 6,,, (13) 
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where overbars refer to non-oscillating contributions which appear to be dri­
ven when considering the next order of the expansion. Due to the circular 
polarization of the Alfven wave, no second harmonics arise. The amplitudes 
of the oscillating parts associated with the first harmonics are given by 

Ux2 = P2 (14) 

h = - (^pj _ ^2-j(^y + ^'^9z)By, (15) 

bx2 = -r{dY + icrdz)By^, (16) 

far from the resonance Lv/k = /3^/^ where the phase velocity of the Alfven 
wave identifies with the sound speed. 

In a formal multiple-scale analysis, the envelope equations arise as the sol­
vability conditions which eliminate the resonant terms belonging to the null 
space of the adjoint of the linear operator. These terms include both terms 
proportional to e^i^x-ut) ^^^ non-oscillating contributions. The presence of 
dispersion in the linear problem prevent harmonics of the carrier to be reso­
nant. Details of the analysis are given in [5]. It turns out that, on time and 
length scales of order /x^^ (compared with the period and wavelength of the 
carrier), the Alfven wave envelope B = By — iaB^ = 2By = 2{By^ + i^By^), 
the long wavelength longitudinal components u^ = Ux2 +l^'Ux3, bx = bx2 +I^bx3 
and the mean density p = S + bx obey 

i {OTB + VgdxB) + paA^B 

LO (Up- k'^ 2k 
+l^~r^:—9 -prOxxB + -^STTB H OXTB 

k^ -\- (jj^ \k^ (jj^ (jj 

/ I k"^ - 1 \ 

-/ifcWgf — Mj; + — ^ 6 j ; - - (5JB = 0 (l7) 

dT5 + dxUx=Q (18) 

dTUx + fidx{5 + bx) + dx^-^ = -i-p{BA^B* - B* A^B) (19) 2 
2 

dTTbx - dxxbx - A^ [fi6 + (/3 + 1% + ^ \ B \ ^ ) = 0. (20) 

In the above equations, Vg = LV' = 1.(^2^, ^2\ denotes the group velocity of 

the Alfven wave. The coefficient a = i.^^^2 ( ̂  — 2(ak'^-oj^) ) identifies with 

the diffraction coefficient \^y^ or \^j^, evaluated for Q = uj, kx = k, 

Equations (17)-(20) can be viewed as an initial value problem either in 
time, in the context of the so-called absolute modulation al instability [15] or 
in space, for the convective modulational instability [16]. Note that the con­
cept of absolute/convective modulational instabilities referred to here should 
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not be confused with the one used in the context of open flows where it 
characterizes the response of the flow to a localized perturbation [13]. 

Using that, to leading order, OTB + VgdxB = 0, the longitudinal and 
temporal dispersive terms arising in (17) rewrite in the usual form ^^dxxB 
for the absolute regime and Tf^dTrB for the convective one, with uj" = 

2 ( f c 2 ^ ) ( | ^ + z^vl - ^Vg). Furthermore, the right-hand side of eq. (19) 
becomes relevant in the case of quasi-transverse (absolute) or quasi-static 
(convective) modulation, preventing from the degeneracy displayed by eqs. 
(18)-(19). Indeed in such a regime, at the scale of the envelope modula­
tion the dispersive effects can be neglected compared with the diffraction 
in eq. (17) and in this case —iai^{BA±B* — B*A±B) can be replaced by 
{OT + Vgdx)\B\'^. The ponderomotive force with both a time and a space 
derivative contribution, given in [29] is thus recovered. Equations (18)-(19) 
can be viewed as the linearized ffuid equations for the longitudinal dynamics, 
forced by a ponderomotive force whose expression can be obtained from the 
potential of the NLS equation using the Hamiltonian character of the system. 
Equation (17) indicate that, as usual, to leading order on time scales of order 
/i^^, the Alfven-wave packet is advected at the group velocity. To eliminate 
this trivial effect, in the absolute regime, the equations are rewritten in the 
reference frame moving at the Alfven group velocity by deflning ^ = X — VgT 
and introducing a slower time scale T = i^T typical of the envelope dynamics, 
while in the convective regime a delayed time T = /i(T — X/vg) and a longer 
longitudinal length scale ^ = i^X is considered. It follows that the magneto-
sonic waves evolve on a time scale (absolute regime) or a longitudinal length 
scale (convective regime) shorter by a factor /x than the Alfven wave envelope. 

2.2 Convective Filamentation 

When in the convective regime, the wave-train modulation is assumed sta­
tionary (9T-=0), the description strongly simplifles and the envelope equation 
for the Alfven wave reduces to a two-dimensional NLS equation 

where the cubic nonlinearity reflects the interactions of the Alfven wave with 
the mean flelds Ux, b^ and p which in such regime are slaved to the wave 
intensity and given by 

« . = 0, h = -^-^\B\^, p = ^ . (22) 

It follows that whatever its polarization, a plane Alfven wave of amplitude 
Bo is modulationally unstable relatively to large-scale perturbations when 
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(3 < (^)^ in agreement with numerical observations [16]. Considering per­
turbations in the form e^C^^-^+K^cO^ the most unstable transverse scale as­
sociated with this instability is given by K^^^^ = (-̂ ^̂  ) BQ and its spatial 

growth rate is 3^(-ft'||̂ „^) = (/BQ with q = f ( 4 + —^" ) reproducing in 
the case of long waves and small f3, the analysis of Shukla and Stenflo [30]. 
Note the divergence in the above formulas as /3 —̂  0, a regime where decay 
instabilities are known to play an important role. In a plasma with small 
but finite f3, the convective filamentation instability is shown to be dominant 
compared with the longitudinal modulational instability leading to solitonic 
structures [5]. The nonlinear development of the filamentation instability can 
lead to the transverse collapse of the wave in a quasi-stationary way as this 
one propagates away from its source. This convective instability can be un­
derstood in the following way. A local increase of the plasma density reduces 
the Alfven velocity VA = {B+bx)/^/4:Tr{po + p), where B denotes the ambient 
magnetic field and po the unperturbed density. This produces a bending of 
the wave fronts which in turn leads to an enhancement of the transverse ma­
gnetic field. The plasma being magnetically dominated (small /3), the counter 
effect of the thermal pressure is inefficient to balance the resulting transverse 
Lorentz force which confines the particles within a filament around which the 
magnetic field spirals. Both the density increase and the reduction of the lon­
gitudinal magnetic field component lead to the further decrease of the Alfven 
velocity and thus to a wave collapse. In the longitudinal direction, the Lo­
rentz force is canceled by the longitudinal pressure gradient, preventing the 
development of a longitudinal velocity. This scenario is intrinsically three-
dimensional and requires circular polarization to produce spiraling magnetic 
field lines, ensuring plasma confinement. 

A main property of the multidimensional cubic NLS equation is the pos­
sible existence of a singularity on finite propagation distance, associated with 
a blow-up of the wave amplitude (sup^^ |B|^ —̂  oo and / |V^B|^iix^ —̂  oo). 
Dimension two being critical for the existence of a finite-distance singula­
rity, the collapse requires as a necessary condition that the wave energy 
N = ^ J |B|^(ix^ in each transverse plane exceeds a critical value NT as­
sociated with the energy of the so-called Townes soliton [34]. When the wave 
collapses, NT is indeed the amount of energy captured in the focus and thus 
the largest amount of energy available for dissipation (see [32], chapter 5, for 
a review). 

The collapse results in a violent transfer of energy from large to small 
scales. In reality, the singularity is never reached since dissipation processes 
become relevant near collapse. Indeed, when the filament diameter becomes of 
order of the characteristic length 2ii/kdiss for dissipation to become relevant, 
the energy carried by the Fourier wavenumbers exceeding kiUgg is dissipated. 
As a consequence, the energy becomes smaller than N^, the collapse is ar­
rested and the remaining energy is dispersed. In the limit of large kdiss, the 
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amount of energy dissipated in one such event scales like AN ^ {InlnkcUss)^^ 
[8]. This variation with kdiss, although very weak, appears to be relevant when 
dealing with large scale separation such as those present in the solar corona. 

2.3 E n e r g y D i s s i p a t i o n a n d A p p l i c a t i o n t o t h e Solar Corona 

In a turbulent regime, two main processes dissipate energy: the reso­
nant wave-wave interactions which produce a gradual energy transfer towards 
small scales and wave collapse. The latter process is dominant when dealing 
with low amplitude waves [23]. Dissipation due to collapses thus provides a 
lower bound for the total dissipation. A statistical estimate of the dissipation 
rate due to collapses is given in [23]. It is written (7) = uJc{r)NT where ujc 
denotes the occurrence frequency of collapses and (r) the fraction of energy 
burned out in the mean in one collapse event. As already mentioned, (r), 
which scales like (Inlnfc^ijss)^^, was estimated numerically. 

An estimate of the global energy dissipation also requires the determina­
tion of the event frequency uJc which depends on the turbulent level and the 
various dynamical scales. The issue was considered in [3] in the context of 
the solar corona, to argue tha t Alfven wave filamentation could provide an 
efficient heating mechanism in quiet regions. In this medium, the dispersion is 
weak and the filamentation dynamics was considered in the long-wavelength 
regime by taking the limit of small-A; in eq. (21). The associated dissipated 
power is thus given by P = (r) NTVA where NT appears to be an energy per 
unit length. Taking into account the coefficients entering the two-dimensional 
NLS equation, it reads (in c.g.s. units) NT = 5.84/3B^/(47rA;^). It follows 
tha t waves of wavelength A emitted from a transverse surface larger than 
L1 = 4^^2(g;g)2 can possibly develop a collapse. Assuming tha t the turbulent 
fluctuations are space flUing, the number of collapses contained in a volume 
limited by a transverse area S and a distance L along the ambient magnetic 
fleld is estimated by i/c = SL/L\L\\, where L±_ denotes the transverse scale 
of the most unstable mode for the convective modulational instability and 

L|| its e-folding length, which are given by L^ = A A / / ? / B O and L\\ = AfSX/Bg 
in terms of the Alfven wavelength and the relative amplitude BQ = %/2 ^ . 
Note tha t the energy contained in one period of the most unstable mode for 
the linear instability is sufficient to trigger a nonlinear collapse, since IJ^ is 
larger than the critical transverse scale L^. The number i/c is in fact unde­
restimated since the longitudinal length for convective collapse is expected to 
be shorter than the e-folding length for the linear instability. The number of 
individual collapses required to signiflcantly reduce the Alfven wave energy 
flux Fe = VA{SB)'^/An being large, a differential equation for F^ is writ ten in 
the form 

dFe _ 47r 0 

dL " BHoVA^ ^ ' 
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with lo = g g^? ,̂ . Here SB is the dimensional Alfven wave amplitude. As­

suming constant values of f3 and B over the propagation distance of Alfven 

waves, it follows tha t Fp(L) = . , *; ,I , where Lri = ^ „, J^.v^n^, defines the 

dissipation length associated with the Alfven wave filamentation. 

At the base of solar coronal holes where n « 10®cm^^, B « lOG and 
T « lO^K, the velocity fluctuations are Wr.m.s ^ 30km s^ , the [3 of the 
plasma is /3 = ^ « 5.79 x 10^^ and the relative amplitude is BQ = % / 2 ^ ^ 

1.95 X 10-2. PQJ, Alfven waves having a typical wavelength A = 2IIVA/^ ^ 

1.37 X 10'*(ct;/rad s -^ ) -^km, the transverse wavelength of the most unstable 
mode and its e-folding length are L±_ « 5.36 X 10'*(u;/rad s - i ) - i k m and 
L|| « 8.38 X 10^(ct;/rad s -^ ) -^km. In such region, the wave energy loss in the 
mean during the burnout of a fllament has been estimated at about 5% [3]. 
The corresponding dissipation length then becomes 

The above expression provides a condition on the Alfven waves frequency to 
contribute to the coronal heating. For example, for a value of Ld of order of 
0.5i?o required to accelerate the fast solar wind up to its observed velocity 
[19], a frequency f = ^ > 27Hz is needed in open coronal holes. 

2.4 Coupl ing t o Low-Prequency M a g n e t o - S o n i c W a v e s 

The effect of a small deviation from exact stationarity on the convec-
tive fllamentation instability was addressed in [5]. It turns out tha t when 
the duration of the incident Alfven wave is reduced with the dispersive ef­
fect remaining nevertheless subdominant compared with the diffraction, the 
magneto-sonic waves become relevant, and in some instances can affect the 
Alfven wave fllamentation. This regime is conveniently analyzed by using a 
frame of reference moving at the group velocity of the Alfven wave and in­
troducing a slower time scale. It is also convenient to replace the fleld S by 
d = -gq-j- — 5 ( 4 + (g+i)ui^ )l-^l^- After introducing a parameter Ji and rescaling 
the variables in the form 

e = | f c | e , f = M | f c | K | r M « l , Y=J^-^Y, Z = W ^ Z , (24) 
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with A = ^ ( 1 + j 0 ^ ) and Q=\{j + {^^^?), the system is written 
in an Hamiltonian î orm which reads after dropping the tildes 

id!:B = -aiaaA^B - ^2^3 [W{d + Du,) + \B\^] B (26) 

'qdi:d - a^drd = -drU^ - Ddr\B\'^ (27) 

ryâ Mj; - a^idrUr^ = -jH^^^ ~ ^r\B\'^, (28) 

where M = -Aixf^, D = - ^ ^ , W = \<^ and ax = sign(a), 
o"2 = sign{kvg), (T3 = sign(wg). The parameter r] denotes the ratio i^/Jl. The 
stationary convective regime addressed in Section 2 is recovered as ry —̂  00. 
This system can be viewed as a special case of the Zakharov-Rubenchik [36] 
equations describing the coupling of a high-frequency wave to low-frequency 
acoustic type waves. In the present case the acoustic wave equations include 
only longitudinal derivatives, since, to leading order, the transverse velocity is 
slaved to the transverse magnetic field. Note that the above system is similar 
to that derived [27] with canonical variables which are nevertheless different, 
since the source term in the density equations does not come from the inter­
action between density and velocity fluctuations but arises from the time and 
space derivative in the ponderomotive force (see Section 2.1) which, in the 
convective regime, leads to redeflne the "density" and to introduce a term of 
self-interaction in the potential of the NLS equation. 

On short propagation distances, the magneto-sonic waves are negligible 
in eq. (26). Assuming that <TI<T2 > 0, the carrying wave flrst focuses in the 
transverse planes for which the initial L^ norm |BO(.,T)|^2(/J2) exceeds the 
critical value for collapse. Then strong gradients develop, producing a signi-
flcant ponderomotive force. The latter drives magneto-sonic waves, which in 
turn react on the focusing process. The resulting djTiamies was investigated 
numerically in [5] for radially symmetric initial conditions corresponding to 
a localized wave packet Bo{r) = 46̂ *̂ ^ +'' ^ with d = u = 0 (here r denoting 
the radial coordinate). It turns out that regardless of the Alfven wave pola­
rization, three different regimes can be encountered according to the value of 
the parameter r] which measures the duration of the incident Alfven pulse. 
In the case of short pulses, illustrated by Fig. 1 with r] = 0.1, k/Ri = 0.1, 
f3 = 0.5 and a left-hand polarization, the fllamentation is rapidly inhibited 
under the effect of the developing magneto-sonic waves. These waves flrst dis­
play an antisymmetric proflle whose left part is rapidly advected away from 
the Alfven wave packet. The other part stays beneath the pulse, and reaches 
its adiabatic limit, producing a caviton that in the small A;-limit, cancels out 
the nonlinearity in the equation for the Alfven wave envelope. When the du­
ration of the initial pulse is slightly increased, as in Fig. 2 for which r] = 0.3, 
k/Ri = 1, /3 = 0.1 and the Alfven wave is left-hand polarized, the Alfven 
wave focusing is also arrested. In this case, however, magneto-sonic waves 
develop an antisymmetric front whose strength increases with r] and which 
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Fig. 1. Arrest of convective filamentation with adiabatic dynamics of tlie magneto-
sonic waves, for rj = 0.1, k/Ri = 0.1, /3 = 0.5 and left-hand polarization. The time 
evolution of \B\, d and Ux is shown on the r = 0 axis, at points ^ = 0.0734 (dashed 
line) and ^ = 0.119 (solid line) behind and beyond the location of the filamentation 
arrest respectively. 

induces strong nonlinear effects in the longitudinal direction not included in 
the envelope formalism. In the case of longer pulses displayed by Fig.3 for 
r] = 1, k/Ri = 0.65, f3 = 0.5 and a right-hand polarization, the filamenta­
tion is not arrested. A sharp antisymmetric magneto-sonic front develops, 
and the Alfven wave collapses at a finite distance. Note tha t the above re­
gimes are not restricted to the convective case but were also obtained for 
the absolute filamentation instability which develop when /3 > 1 [26],[5]. We 
conclude tha t except for very short Alfven pulses, for which the collapse is 
arrested, the coupling to magneto-sonic waves which leads the formation of 
sharp magneto-sonic fronts, provides an additional mechanism for the gene­
ration of small scales and the burn-out of the wave energy. 

3 Filamentation of Weakly Dispersive Wave Trains 

When the carrier wavelength is large compared with the ion gyromagnetic 
radius, the dispersion is small at the scale of the carrying wave. This long-
wavelength {k <C 1) or small dispersion (i?j ^ 1) limit can formally be 
taken on the amplitude equations discussed in the previous sections. In this 
regime, the amplitude of the Alfven wave is assumed to be reduced at the 
same rate as its wavenumber, and the polarization of the Alfven wave remains 
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Fig. 2. Arrest of the filamentation with formation of strong acoustic fronts for 
rj = 0.3, k/Ri = 1, l3 = 0.1 and left-hand polarization. The time evolution of \B\, 
d and Ux is shown on the r = 0 axis, at point x = 0.139 behind the filamentation 
arrest and at points ^ = 0.149, ^ = 0.166, ^ = 0.177 beyond it. 
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Fig. 3. Finite distance wave collapse for rj = 1, k/Ri = 0.65, /3 = 0.5 and right-
hand polarization. The time evolution of \B\, d and Ux is shown at various points 
of the r = 0 axis, located between ^ = 0.156 and ^ = 0.16, near the collapse. 
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enforced on the typical scales of the modulation. We consider in this section a 
regime where the wave amplitude is still small enough to permit a modulation 
analysis but not sufficiently to enable the dispersion to enforce the circular 
polarization. 

3.1 Envelope Dynamics 

It is well known that the amplitude equation for a monochromatic wave 
of small amplitude tp can be viewed as the Taylor expansion of the dispersion 
relation made amplitude-dependent by the nonlinear couplings 

The space and time derivatives acting on the slowly varying complex am­
plitude ip result from the broadening of the wavevector and frequency of 
the modulated carrier. Furthermore, the dependence in terms of the disper­
sion (, was also explicited in eq. (29) because this parameter being taken 
small, the usual /x-expansion is to be supplemented in the present context 
by a (J'-expansion, which leads to an additional wavenumber dependent fre­
quency shift C"f̂ lc=oV') reminiscent of the dispersion operator that, due to 
the smallness of (, now acts at the scale of the carrier and thus reduces to a 
multiplicative factor. This formal expansion is valid provided the differential 
frequency shift remains larger than the broadening of the wave frequency in­
duced by the modulation, a condition which implies that C/M^ must be larger 
than unity. In the Alfven wave context where the dispersion relation is asym­
ptotically given by Lv = k + o"^- (where a = +1 for right-hand or a = — 1 
left-hand circularly polarized wave), the above condition requires that the 
carrier wavelength A be sufficiently small compared with Idisp/l^'^ where the 
dispersion scale Idisp is given by Idisp/^ = k/2Ri. An additional aspect of 
the Alfven wave problem is related to the degeneracy of the zero mode of 
the linear operator in the dispersionless limit, a property at the origin of 
the circular polarization breaking. At a formal level, the equations for the 
velocity and magnetic field components in the transverse directions become 
decoupled at each order of the expansion, the null space of the adjoint linear 
operator becomes two-dimensional and the resonant terms proportional to 
^t{kx-ut) j-Q̂ ĝ ; ijg eliminated in two sub-systems. As a consequence, the sol­
vability conditions governing the (vector) Alfven wave amplitude denoted by 
B = (0, By, B^) takes the form of a vector NLS equation coupled to the low-
frequency density and longitudinal components of the velocity and magnetic 
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field 

i{dr + di:)B + avkB + ivk{Bxei) + ^^ V(V • B) 

-KK+u,.-\p)B-^^^^{B-BW=Q (30) 

dr{p-h^)+di^u^=Q (31) 

c%u,, + 55(/3p+ |B|2) = 2{c% + a5)|B|2, (32) 

with hx = —f3p— |B|^ and where the parameter i/ = j^P ^ > 1 is assumed 
significantly larger than one. 

Here ei denotes the unit vector along the propagation axis, and a = +1 
when the emitted Alfven wave is right hand (or a = —1 when it is left hand) 
circularly polarized. The presence of the dispersive terms proportional to i/, 
arises from the expansion of the linear operator with respect to the dispersion 
and prevents the harmonics of the carrying wave to become resonant. The 
diffraction term in the above vector NLS equation originates from the total 
(thermal and magnetic) pressure gradient. The pressure f3p + b^ is indeed 
proportional to V • B. As shown below, when the dispersion is relatively 
strong, due to the circular polarization of the wave, the envelope equation 
becomes scalar, the diffraction term reduces to a Laplacian and the coupling 
(B • B)B* disappears. 

For stationary convective modulation. 

-2|B|2 P=^\B\\ (33) 

which yields 

idi:B + avkB + ivk{Bxei) + ^^ V(V • B) 

Note that the presence of the two nonlinear terms is canonical in the case of 
a vector NLS equation. They also occur in the context of Langmuir waves 
(where v = Q) when the induced magnetic field is retained [2], [14]. In this 
case a V x V x operator originating from Maxwell equations is also present. 
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Equation (34) governs the coupling between right and left-hand Alfven 
modes. Defining B± = By ± iB^, the vector NLS equation rewrites 

td^B^ + {a- lykB^ + ^ ^ ^ J - ^ ( Z \ ^ B _ + a f B+) 

+k^-^{\B+? + \B-?)B- + ; ^ ^ ^ | B + | 2 B - = 0 (35) 

tdi:B+ + (a + iykB+ + ^ ^ J _ ^ ( Z \ ^ B + + a i B _ ) 

+ f c ^ ^ ( | B + P + \B-?)B+ + ^ ^ ^ ^ | B - p B + = 0, (36) 

with d^ = dy + idz- In the limit z/ —̂  oo, the constraint of circular polariza­
tion is restored and the equation for B = 2By = 2iaBz reproduces the scalar 
NLS equation (21) where the coefficients are taken in the long-wavelength 
limit A; —̂  0. In contrast, the regime where i/, although much larger than one, 
is kept finite, is associated with the scaling Idisp/^ ^ M Ĵ LM/^ ^ fJ? and 
SB/B ^ /i, where LM is the scale of the modulation. It follows that, assu­
ming the same level of dispersion, the vector NLS equation corresponds to a 
stronger nonlinear regime, than the scalar NLS equation taken in the weak 
dispersion limit, and the parameter i/ = ^ ^ ( ^ ) ^ ^ measures the strength 
of the dispersion compared with the nonlinearity at the scale of the carrier 
wavelength. 

The nonlinear regime was numerically investigated in [6] in the case of a 
circularly polarized incident plane wave subject to either a monochromatic 
perturbation at large-scale {Byo = (1 + 0.1 siny)(l + 0.2sin2;) with B^o = B^o 
or to a low amplitude noise. A right-hand (B^ = 0 when a = 1) or a left-hand 
(B_ = 0 when a = — 1) circularly polarized incident wave does not remain so 
when modulationally unstable, because of the anisotropic diffraction. A spe­
cific djrnamies then develops. No blow up is observed for the wave amplitude 
which remains moderate but small scales are nevertheless created in the form 
of strong magnetic field gradients in the transverse directions (see Fig. 4). 

Figure 5 shows that the filamentation dynamics leads to the formation 
of thin layers of intense gradients. The resulting structures arise from suc­
cessive splittings of the initial focusing structure where the local maximum 
amplitude saturates while new structures emerge which undergo a similar 
process. The increase of the dispersion at the scale of the carrier wavelength 
associated with an increase of the parameter i/, leads to a progressive trans­
formation of the small scale structures from sheets to foci as displayed on 
Fig. 6. The saturation level of the wave-amplitude increases with the di­
spersion (see Fig 7a), and the circular polarization of the emitted wave is 
enforced on larger propagation distances (see Fig. 7b). Figure 7c shows that 
at short distance, the typical size of the smallest transverse scales (measured 
by the logarithmic decrement S^ of the transverse energy spectrum) is weakly 
sensitive to i/, up to a distance where the maximum amplitude begins to sa-
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Fig. 4. Variation witli tlie propagation distance of the maximum of the Alfven wave 
amplitude (a) and of its transverse gradient norm (b) in the zero dispersion limit, 
for a circularly polarized initial condition resulting from a large-scale perturbation 
of a plane wave. 
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Fig. 5. Contours of \By\ at increasing propagation distances, in the same conditions 
as in Fig. 4. For each field, the four last panels correspond to the active sub-domain 
[0, TT] X [0, TT] limited by dotted lines on the second panel. Similar structures are 
obtained for IBzP. 
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Fig. 6. Influence of tlie dispersion, as measured by tlie parameter v (see text) on 
tlie contours of \By\^ and |-BzP in tlie sub-domain [0,7r] x [0,7r], for the same initial 
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Fig. 7. Variation witli tlie propagation distance of : (a) the maximum Alfven wave 
amplitude, (b) the deviation from the initial circular polarization corresponding to 
/ I B + p d x x / / IB-pdxx = 0, (c) the logarithmic decrement 5z of the transverse 
energy spectrum, for the same initial condition as in Fig. 4 and various values of v 
indicated with each panel. 

tu ra te and deviation from the circular polarization becomes significant. The 
rate of small scale formation then slows down as the dispersion magnitude 
decreases with v. The critical transverse scale up to which the collapse pro­
ceeds with a roughly circular polarization can be estimated, for large v, as 
l^jX K, (8(1 —/3)z/)^^/^. The corresponding maximum amplitude of the wave 
S M ) given by B\ = supj^_J|Byp + |B^p) scales like v{^^)B'^. Beyond this 
point, the dynamics characteristic of the weak dispersive regime (moderate 
values of v) is recovered with the formation of sheets of strong gradients. 

As illustrated in Fig. 8 and 9, similar structures are produced in the case 
of a circularly polarized Alfven wave per turbed by a weak random noise. 

3.2 D i s s i p a t i o n of W e a k l y D i s p e r s i v e A l fven W a v e 

An interesting question concerns the estimate of the energy dissipated 
by weakly dispersive Alfven waves and its comparison with tha t arising in 
the usual dispersive regime. A quanti tat ive approach to this estimate, similar 
to tha t presented in section 2, would require the development of a detailed 
theory on the vector NLS equation. The influence of reducing the disper­
sion on the wave energy decay was thus investigated numerically [7] in the 
situation where a linear dissipation is retained. Following Refs. [23] and [8], 
a dissipative term is included in the right-hand side of eq. (34), in the form 
—«/7(A;)B(k, x)e*''""dk with 7(A;) = 'qk'^hik/kdiss), where ry is a positive 
number and h denotes a cutoff function h{x) = g^^e^*^^^^/^ ^ for x < 1 and 
1 — |e2(i^=^ ) for X > 1, making a smooth transition from zero to a constant 
value as the wave number A; = |k| increases through kdiss-



72 S. Champeaux et al. 

(a) f=O.B (b) f=0.8 

Fig. 8. Contours of \By\ and IB^] at increasing propagation distances, for u = 200, 
in the case of a right-hand circularly polarized plane wave perturbed by a noise of 
amplitude 10^^ and random phases, equidistributed on all the retained Fourier 
modes. in 12 10 is 

(a) f=0.7 (b) f=0.7 

Fig. 9. Contours of \By\ and [B^l at increasing propagation distances, for v = 10 
and the same initial conditions as in Fig. 8. 
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Fig. 10. Variation witli tlie propagation distance X of the wave energy J |Bpdxx 
for v = 300 and !̂  = 10 (a), of the dissipation rate ^f, 7(fc)|Bkp for v = 300 (b) 
and for !̂  = 10 at resolution(256)^ (solid line) and (1024)^ (dotted line) (c), in the 
case of a circularly polarized emitted wave Bz = iBy and By = 1 subject to a noise 
with a random phase and a low amplitude 10^^, equally distributed on the Fourier 
modes (fc ,̂ fc^) inside the disk (fĉ  + fc^)^/^ < 60. 

These simulations reveal tha t the dissipative structures which, for large v, 
correspond to localized quasi-isotropic foci scattered throughout the trans­
verse plane, become less distinct and more space filling as the dispersion 
decreases with the parameter v. Figure 10 shows tha t although a larger di­
stance is required before dissipation s tar ts to play a role, this process remains 
efficient on longer distances leading to an eventually larger total amount of 
dissipated energy. Note tha t the burst of dissipation associated with the dis­
sipation of foci, disappear in the weakly dispersive case. A main conclusion 
is tha t even in the weakly dispersive regime, Alfven wave filamentation, can 
lead to a significant energy dissipation and thus contribute to the plasma 
heating. 



74 S. Champeaux et al. 

4 Filamentation in the Weakly Dispersive 
Longwavelength Regime 

In this section we use a reductive perturbative expansion to derive asym­
ptotic equations capable of describing both the nonlinear Alfven wave dyna­
mics in the limit of small wavenumbers and the "reduced MHD" in planes 
perpendicular to the mean magnetic field. These equations do not assume 
a quasi-monochromatic wave and their validity extends to waves of larger 
amplitude than those described by the envelope formalism. Moreover, exten­
ding the analysis of [10], we derive nonlinear equations for the magneto-sonic 
waves, a necessary ingredient when strong fronts develop due to the filamen­
tation process. The coupling to mean transverse fields also allows to study 
the interaction between the wave collapse and the possible two-dimensional 
hydrodjrnamics developing transversally to the ambient magnetic field. The 
equations will be derived in two regimes, according to whether (3 is close or 
far from unity. The latter case is indeed special due to the coincidence of the 
sound speed with the Alfven phase velocity. For the sake of simplicity, we do 
not include kinetic effects that, at the level of the long-wave formalism, can 
be modeled by means of additional non-local terms [21,31,18]. 

4.1 Equations for the Long-Wavelength Dynamics when /3 is Far 
Prom Unity 

Starting from eqs. (l)-(4), we define the stretched variables 

and expand 

P 

Ux -

e, = e{x-t), r] = 

= l + epi + e^p2 + • 

= eux^ + e Ma;2 H 

= e'"y. 

1 

1 

C--

u = 

b = 

= e'/^z, T = eh 

-- e^/^(Mi +eu2 + • 

--e^l\hi + eh2 + --
••) 

•) , 

where we have defined 

u = Uy -\- iuz, b = by -\- ibz- (37) 

At order e^/^, we have 

â Mi + di:bi = 0. (38) 

In order to include a coupling between the Alfven waves and the hydrodyna­
mics transverse to the ambient magnetic field, we include a mean contribution 
corresponding to an average over the ^ variable and denoted by an overline, 
in the transverse components of the velocity and magnetic fields 

&i = &i(e,??,C,T) + 6i(?7,C,T), (39) 

•ui=ui{^,r],C,T) + ui{r],C,T). (40) 
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Equation (38) implies that the fluctuating parts (denoted by tildes) satisfy 

ui = -hi. (41) 

Separating the mean and fluctuating parts, we obtain, after some algebra 
(details are given in [10]), 

5 ^ u + u - V u = - V p + b - V b (42) 

5 ^ b - V x ( u x b ) = 0 (43) 

V-u = 0; V-b = 0 (44) 

drh + di: Q ( 6 + 6)P + (w. + ^ 6 . - U)b\ - U^P 

+(u + b ) . V 6 + ^ % 6 = 0 (45) 

d^^ + ]^{d*J> + c.c'^=Q (46) 

5̂ (5 +V-((5u + M^b) = 0 (47) 

5,M, + V - ( M , U - 6,6) = ^ (a i (6P) +C.C.) (48) 

Z\^ ((1 + fi)K +fi6+ ^ ^ ) + V • (u • V u - b • Vb) = 0. (49) 

Here (•) denotes the average on the x-variable. The fluctuations of magnetic 
pressure are given by 

^ = ^ ( 1 3 ^ ( 2 6 , + |6 + 6|2-(|6 + 6|2)). (50) 

It is convenient to introduce the fleld 

5 = p-h, (51) 

that includes a mean part 5 and fluctuations 5. 

We also used the complex representation 9^ = 9^ + id(^ for the transverse 
gradient V = (9^, 9^), and introduced the vectorial notation u and b for the 
mean transverse flelds. Note that the equations for the mean transverse flelds 
are the usual two-dimensional MHD equations. They are not forced by the 
Alfven waves. 

Pushing to the next order the asymptotic expansion for the equations go­
verning the magneto-sonic waves, summing fluctuating and mean components 
and combining the two orders of the expansion, we get 
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drb + a^ (6(w, + 6, - | ) + -6(w, + 6,)) - - a ^ (/3p + (1 

+(u + b ) . V 6 + ^ % 6 = 0 

5̂ (5 + -d/:{u.^ -S) + d/:{pv,.^) + - (dl(b{u.^ - S)) + c.c.j 

+ V • (u(5 + hu,) - -^d^idlb - dj*) = 0 
ZKi 

+d^(^ + (/3(7 - 1) - l ) y - &.(&. + « . - P)) 

" 2 (^1(K&^ + wJ) + c.c.) + V • (UM^ - 66^) = 0. 

drba, + - ( - 5«^^ + V • u) 

- - (^dlb{ua, + ba,) + c.c.) + V • (u6^ - bw^) = 0 

a^u - ^^^(u + b) + V(/3p + 6, + {^-)) + u-Vu = (VX 

a^b - -^^(u + b) - V x ( u x b ) = 0. 

We also have 

- / 3 ) P ) 

b)xb 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

d^ba, + lid±(b* + b*) +dl(b + 6)) = 0. (58) 

In these equations, the mean (longitudinal and transverse) fields are impli­
citly assumed to depend on a large longitudinal scale X = e^. The partial 
derivative d/d^ should thus be viewed as also including a term of the form 
ed/dx. 

It is easily seen that if the transverse turbulence is neutral (i.e. b = 0), 
the above system admits solutions in the form of circularly polarized waves. 
When their amplitude is small, their modulation is governed by the scalar 
NLS equation with an additional advection by the mean transverse velocity. 
In the presence of a mean transverse magnetic field, in contrast, the wave 
cannot keep its circular polarization on the time scale of the modulation. One 
is then led to consider an Alfven wave of arbitrary polarization. The analysis 
described in [10] then shows that the vector amplitude of the wave obeys a 
system of equations which generalizes that obtained in the weak dispersion 
limit, by the inclusion of the couplings to the mean transverse fields. One 
can thus expect that in the present context, the transverse collapse does not 
lead to the blow up of the wave amplitude at local foci, but rather to the 
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formation of strong gradients localized on thin sheets in the planes transverse 
to the propagation, the wave amplitude remaining moderate. Note tha t the 
equations include nonlinearities for the magneto-sonic waves. These terms are 
usually subdominant, except when violent phenomena such as filamentation 
occur (see Section 2.4). In the latter case, the transverse MHD flow can also 
develop a compressible component under the effect of the gradient of the 
wave intensity in eq. (56). 

4.2 L o n g - W a v e l e n g t h D y n a m i c s for /3 « 1 

Equations derived in Section 4.1 are only valid when (3 is significantly 
different from 1. To s tudy the dynamics for /3 « 1 we must consider stronger 
fluctuations in the longitudinal fields and we shall see tha t the magneto-sonic 
waves then obey nonlinear equations at dominant order [12]. We thus define 

^ = e ^ / ^ ( x - t ) , il = ey, C,=ez, T = et, 

write (3=1 + ae^/^ and expand 

p=l + e^^Vi + ey02 + • • • , u = e^/'^{ui + t^l'^u^ + • • • ) , 

M^ = e^ /^^i + eM 2̂ + • • • , ^ = £^^^(^1 + £^^^^2 + • • • ) , 

6^ = l + e^/^6^1 +e6^2 + --- • 

As previously, 6 = 6j, + ih^ and u = Uy+- iu^. 
At order e, we obtain 

Ml = - 6 l , Mj;l = Pi, 6j;l = 0. (59) 

We get at order e^/^, after separating mean and fluctuating par ts 

2drpi + d^{api + ^ — P i + ^ ) - 2(^^^1 + ^^^ i ) 

+ [{-!-l)pi+'^UxiV\pi=Q (60) 

~ 1 _ ~ 1 _ i ~ 
drbi + ^d^ipibi) - -d^pi + ^ % & i 

+a5[6i(M,i + 6 , i - ^ ) ] = 0 (61) 

dlbi+d^bl=0 (62) 

drPi + lidlui + d^ul)=0 (63) 

5r 6 . 1 + ^ ( 5 1 ^ 1 + 5^Mt) = 0 (64) 

drUi+d^{pi+Ki)=0 (65) 

9T-6I = d-rUxi = 0. (66) 
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The above system describes the couphng between the nonhnear longitudinal 
dynamics of Alfven and sound waves with the linear magneto-sound pro­
pagating transversally to the ambient magnetic field with a speed equal to 
(V^ + Cg)-'̂ /̂  = {l + fB)^^"^ = A/2, A nonlinear dynamics in the transverse direc­
tions occurs on the longer time scale T = e^f^t. We can push the expansion 
for the mean fields to order e^. We thus obtain equations which include two 
time scales. These equations are only useful when all the mean fields (of order 
e^/^) are taken independent of the shorter time scale T, a condition that is 
consistent with the fact that the mean field equations arising at order e^/^ 
are unforced. In this case, the transverse flow ui becomes incompressible and 
the constraint of total pressure balance as expressed by eq. (65) prescribes 
the next order component U2 in the form 

aiw2 + c.c. = (ai(pi6i)) + ^ai(w,i6i) + c.c. . (67) 

Averaging on the time T and denoting by ((.)) the mean value on both the 
^ and T variables and by p the total pressure we obtain, after dropping the 
subscripts, 

BTVL + u • V u = —Vp + 

S T B - V x ( u x b ) = 0 

V-u = 0; V-b = 0 

drux + V-(Ma;U - 6j;b) = 

drhx + V-(6a;U - -uj:>) 

P= -bx, 

) ] = 0 (74) 

(75) 

Note that, although decoupled, the longitudinal velocity and magnetic field 
components are of the same order of magnitude as the transverse ones. This 
situation is similar to turbulence in 2^ dimensions discussed by Zank and 
Matthaeus [37] in the context of the reduced MHD for /3 « 1. In the present 
analysis however, the mean longitudinal velocity is driven by the nonlinear 
Alfven waves governed by eqs. (74)-(75). Furthermore, the coefficient ^ in 
eq. (72) resulting from the contribution of the term U2 is absent in Zank 
and Matthaeus' approach which is not based on a systematic asymptotic 
expansion but rather uses a prescribed form of slowly varying solutions. In 

V b 

^((51(6p)))+c.c. 

= 0 

(68) 

(69) 

(70) 

(71) 

(72) 

(73) 

together with 

drh+\d^m -

2drP + di:{ap + 

1 i ~ ~ 
• l^d^P + —d!:!:h + cWhiUx 

2 P + 

+ [(7-l)yO + 2M ]̂5«P^ 

'n^'V^(^i 
= 0. 

•. + 'bx-

h + di_ 

P 
2 

h*) 
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the absence of mean transverse fields, the equations derived by Hada [12] are 
recovered. 

4.3 Transverse M o d u l a t i o n a l Ana lys i s of t h e Genera l i zed D N L S 
E q u a t i o n s 

The long-wave equations derived in Sections 4.1 and 4.2 using a reductive 
perturbat ion expansion, allow to consider wave amplitudes much larger than 
those permit ted by the envelope formalism. It is thus of interest to s tudy 
the filamentation instability using these systems of equations. This problem 
was investigated in [10]. It is indeed often the case tha t a modulational-
type instability disappears when the carrying wave has a large amplitude, a 
situation not captured by the NLS equation and usually addressed within the 
framework of the Whi tham equations [35,20]. Furthermore, (52)-(55) allow 
to s tudy the effect of a finite compressibility of the transverse mean velocity 
u on the filamentation (non-zero value of e). 

As a first step we consider in the absence of dispersion, the transverse mo­
dulational stability (for (3 not close to unity) of the exact stat ionary solution 
5(0) = Bge*'^5 x h e phase and amplitude of this carrying wave are per turbed 
as 6 = Bo(l+^)e*'-'^^+'^^, where BQ is real, and A and </> are taken independent 
on the longitudinal variable X. The other physical quantities are writ ten as 
p = p'̂ '-') -]-p'^'^\ (where the unper turbed value p'̂ '-'̂  = 0). The perturbat ion 
p'^'^^ separates into a mean contribution p'^'^^ = p{rj, (, T) and an oscillating 
part jr-"^' = pe^^'^^+'f') -\- c.c. where p = p^{rj, (, T) + ip\rj, (, T ) . 

Neglecting nonlinear terms and projecting on the first Fourier mode, we 
obtain the following set of equations for the evolution of perturbations 

T C I 

Bo{ic%4> + drA) + ikBoiu,, + ^ - - ) - -d^i^fjp+l^) = 0 (76) 

w . - ? = 0 (77) 

M , - / 3 ? - / 3 6 , = 0 (78) 

ikK+'^{dlA + idl4>) = Q (79) 

c%u + d^{BlA + f56+{f5+l%)=Q (80) 

dr5+^{d^{u^,-~5)+dUul-~n)=^ (81) 

dru,, - ^{d^{b, + u,) + dial + « : ) ) = 0 (82) 

drh, + ^ ( 9 ± w * + dlu) - ^{d^{b, + u^) + dial + « : ) ) = 0. (83) 

We have 5 = Ur^, b^ = g'ux, and (5 = 0. Separating real and imaginary 
par ts and assuming tha t oscillating and non-oscillating perturbat ions are 
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proportional to e^'^^t^^^i^^^'^\ we obtain the following dispersion relation 

12-* - Q^Ki 
Kl , 3B2 (/3+1) 

16A;2(l-/3)2 4(1- /3) 

5g"^;^^ ' 7 =0. (84) KUP+l) 2^1(4/3 + 3) 
16eA;2(i_/3)2 + o g g ( i _ ^ ) 

As e —̂  0 this dispersion relation identifies with that obtained from envelope 
equations taken in the limit /x —̂  0. The instability criterion for eq. (84) is not 
affected when e is taken finite : perturbations with wave numbers satisfying 
the condition K^ < 2BoA;2(/3 —l)(3 + 4/3)/(/3+l) are unstable. In particular, 
as Bo is increased, no restabilization is obtained. This contrasts with the case 
of longitudinal perturbations. Note however that for non-vanishing values of 
e, there exists a finite range of unstable transverse wavenumbers around a 
value proportional to e^^/^ xhe question arises of the nature of this extra 
instability which affects wavenumbers outside the range of accuracy of the 
asymptotics [4]. 

5 Conclusions 

The filamentation of dispersive Alfven waves propagating along the am­
bient magnetic field, provides an efficient mechanism for small scale formation 
and a way to heat the plasma. This process does not require waves of initially 
high-amplitude nor plasma inhomogeneities. Furthermore, the dissipation re­
sulting from the wave filamentation can be supplemented by an additional 
small-scale mechanism when the coupling to magneto-sonic waves become 
relevant. Indeed, except for very short Alfven pulses, sharp magneto-sonic 
fronts develop, where viscous dissipation is efficient, possibly leading to a to­
tal burnout of the filaments. In a regime where the dispersion is weaker, the 
circular polarization of the wave is not enforced anymore, and the nonlinear 
dynamics is significantly different from that of the strongly dispersive case. 
The wave amplitude remains moderate, but small scales are generated in the 
form of thin layers of intense gradients. The resulting dissipation appears to 
be more homogeneous than in the strongly dispersive regime and globally 
enhanced. The present investigation of filamentation dynamics is restricted 
to monochromatic waves. A first step towards an analysis in a more reali­
stic situations consists in using the generalized DNLS equations presented in 
Section 4. In this context, the dispersion is at the same level as the nonlinea-
rities of the carrier wave. It becomes possible to study the effect of non-quasi-
monochromatic waves as well the nonlinear dynamics of the magneto-sonic 
waves generated by the filamentation process. A numerical integration of 
these DNLS equations, in absence of mean transverse fields, is under way. 
Preliminary simulations [17] show that, in the condition where the dispersion 
dominates the nonlinearity by a factor of order 30, a quasi-monochromatic 
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plane wave undergoes an isotropic transverse collapse which saturates after 
the amplitude has increased by an order of magnitude. In contrast, when the 
dispersion is reduced by a factor 10, the observed dynamics is qualitatively 
similar to tha t predicted by eq. (34), with the formation of elongated struc­
tures of strong gradients but moderate amplitude (see Fig. 9). It still remains 
to evaluate the role of kinetics effects as well as the competition with decay 
instabilities ([11] and references therein). In the one-dimensional problem, 
depending on the /3, they were observed to possibly lead to the rapid deve­
lopment of a strongly nonlinear regime, even in the case of small-amplitude 
waves [4]. 
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Abs t r ac t . The steady state of nonlinear, small-amplitude, one-dimensional qua­
siresonant Alfven oscillations in a homogeneous dissipative hydromagnetic cavity 
forced by the shear motion of its boundaries is studied. It is shown that, even in the 
case of strong nonlinearity, these oscillations can be represented, to leading order, by 
a sum of two solutions in the form of oppositely propagating waves with permanent 
shapes. An infinite set of nonlinear algebraic equations for the Fourier coefficients 
of these solutions is derived. It is then reduced to a finite set of equations by 
trancation and solved analytically in the one-mode approximation and numerically 
in the general case. The comparison of the analytical and numerical results is carried 
out. 

1 Introduction 

Study of driven Alfven oscillations in magnetic cavities are important in 
the context of magnetospheric and solar physics. In magnetospheric physics 
this problem arises when considering the excitation of shear Alfven waves 
in the magnetospheric cavity or in the high alt i tute Alfvenic resonator (see 
[1] and references therein). The well-known examples of magnetic cavities 
are coronal magnetic loops. Resonant absorption of Alfven waves has been 
suggested in [2] as a mechanism of heating of coronal loops. This mechanism 
has then received much attention by solar physicists (see, e.g., [3,4,5,6,7,8, 
9]). There are also evidencies tha t magnetospheric cavities exist in the solar 
chromosphere (see, e.g., [10,11,12]). 

When the driver frequency is close to the fundamental frequency of the 
cavity or to the frequency of one of the overtones, the driven oscillations are 
quasiresonant and their amplitudes can be large even when the driver ampli­
tude is small. Driven quasiresonant Alfven oscillations in magnetic cavities 
have been studied either analytically in the low-mode approximation (e.g. [1, 
13,14,15,16,17]), or by means of numerical integration of the full set of MHD 
equations (e.g. [1,15]). 

In this paper we aim to suggest a new method of studying driven quasi­
resonant Alfven oscillations in homogeneous magnetic cavities. This method 
is based on the selection of resonant modes in the double Fourier series. We 

T. Passot and P.-L. Sulem (Eds.): Proceedings 1998, LNP 536, pp. 83-103, 1999. 
© Springer-Verlag Berlin Heidelberg 1999 
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consider only the steady state of driven oscillations. However the method can 
be easily generalized to include the slow time variation. The method results in 
enormous saving of the computational time when the multi-mode description 
is used. It also allows to outline the scope of applicability of the low-mode 
approximations. 

The paper is organized as follows. In the next section we give the setup of 
the problem and discuss main assumptions. In Section 3 we derive the gover­
ning equation for the nonlinear quasi-resonant driven Alfven waves written in 
the form of an infinite set of algebraic equations for the Fourier coefficients. 
In Section 4 we derive expressions for the energy of Alfven oscillations in the 
cavity and for the energy flux into the cavity. In Section 5 we consider the 
bifurcations of the system in the parameter range where multiple solutions 
exist. In Section 6 we study two particular ranges of parameters, one where 
solutions with very large spatial gradients (shocks) exist, and another where 
the saddle-node bifurcation occurs for large values of the Reynolds number. 
In Section 7 we present the discussion of our results and conclusions. 

2 Basic Equations and Assumptions 

We consider a homogeneous hydromagnetic cavity with an equilibrium 
magnetic fleld in the x-direction (see Fig. 1). At one end of the cavity the 
plasma is at rest, while it is harmonicly driven in the y-direction at the 
other end. Throughout the cavity the z-components of the velocity and the 
magnetic fleld are zero, and perturbations of all quantities depend on x and 
t only. 

A 

V 

= ^ 

=> 

Fig. 1. Sketch of the cavity with left moving (vertical arrow) and right fixed bo­
undary. The long horizontal arrows show the equilibrium magnetic field. 

The plasma is assumed to be viscous and resistive, viscosity and resisti­
vity being isotropic. The last assumption is not satisfled for the solar corona 
where viscosity is strongly anisotropic. However in what follows we consi­
der Alfven oscillations only. Although we shall develop a nonlinear theory 
of such oscillations, dissipative terms in the momentum equation and in the 
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induction equation are taken in the linearized form. In the case of Alfven 
oscillations, the leading term in the linearized tensorial expression for visco­
sity (proportional to rjo, Braginskii [18]) is zero. This fact enables us to use 
isotropic viscosity in what follows. Furthermore, in the corona, the Hall term, 
which appears in the generalized Ohm's law due to anisotropy of electrical 
conductivity, is larger than the resistive term. However, we need non-ideal 
terms in the momentum and induction equations to provide dissipation only, 
whereas the Hall term in the induction equation provides dispersion. We thus 
neglect this term. 

Let us introduce the viscous and magnetic Reynolds numbers 

-Re = _ , Rm = V , (1) 
jy A 

where L is the length of the magnetic cavity, i? kinematic coefficient of the 
shear viscosity, and A coefficient of magnetic diffusion. The square of the 
Alfven speed VA is given by 

Vl = ^ , (2) 
Wo 

where BQ is the equilibrium magnetic field, po the equilibrium density, and p 
the magnetic permeability. To characterise the total dissipation due to both 
viscosity and resistivity we introduce the total Reynolds number i?t given by 

1 _ 1 1 
Ri RQ RJ^ 

The total Reynolds number is large in the solar atmosphere. We introduce the 
small parameter e such that i?t = ©(e^^). Although at present this scaling 
seems to be artificial, we shall see in what follows that it is convenient and 
natural. To explicitly show this scaling in the MHD equations we introduce 
scaled coefficients of viscosity and magnetic diffusion 

v = e-'^v, X = e-'^X. (4) 

Then we write the equations of viscous resistive MHD in the form 

dp d{pu) 

dt dx 
0, (5a) 

du du 1 dp By dBy 2 ^^"^ 1 \ 

dt dx p dx pp dx dx"^' 

dv dv BQ dBy 2 (^"^'^ 
dt dx pp dx dx"^' 

dt \p-y J dx \p-y J ^ ^ 
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Here u and v are the x- and y-components of the velocity, By is the y-
component of the magnetic field, p the density, p the pressure, and 7 the 
adiabatic index. Although the dissipation is present we use the adiabatic 
equation (5e). The reason is tha t dissipative terms tha t should appear on 
the right-hand side of equation (5e) are nonlinear and would therefore give 
higher order corrections to the dynamics of the Alfven wave. In what follows 
we only use the linearized form of equation (5e). 

The magnetic cavity is bounded by the two surfaces perpendicular to 
the background magnetic field at x = 0 and x = L. The magnetic field is 
assumed to be frozen in the dense plasmas beyond these boundaries, so tha t 
the magnetic field lines follow plasma motions beyond the boundaries. In 
application to coronal loops, for instance, the boundaries model the dense 
highly electrically conducting photosphere. We assume tha t the plasma at 
X = L is immovable, while it harmonically oscillates in the y-direction at 
X = 0 (Fig. 1). In accordance with this we have the boundary conditions 

u = V = 0 at X = L, (6a) 

M = 0, V = Asm{ujt) at x = 0, (6b) 

where A and uj are the amplitude and (real) frequency of the driver. The 
fundamental eigenfrequency of the cavity is uj^ = TIVA/L. When uj = uj^, 
linear theory predicts the amplitude of oscillations of the order ARt ^ Ae^'^. 
As for the case of nonlinear dynamical systems with finite numbers of degrees 
of freedom, the most interesting (i.e. stucturally unstable) behaviour is to be 
sought in the situation in which nonlinearity, dissipation and driving produce 
effects which are of the same order (e.g. Guckenheimer and Holmes [19]). 
This is why, in what follows, we assume tha t the mistuning is small and 
oscillations are quasi-resonant: \UJ/UJA — 1 | "C 1. When there is no dissipation 
(i?t —̂  00) linear theory predicts the amplitude of oscillations of the order 
A\uj/ujA — 1|^^- In what follows we only consider the situation where the 
two effects, mistuning and dissipation, are of the same order. Therefore we 
assume tha t UJ/UJA — 1 = C'(e^) and write UJ in the form 

u; = u;A{l + e^A). (7) 

The quanti ty A is called the mistuning parameter. 
Linear theory of quasi-resonant oscillations is only valid when the ampli­

tude of oscillations is small. Since this amplitude is of the order Ae^'^, this 
condition is equivalent to A -^ e^.To make analytical progress when studying 
nonlinear oscillations we assume tha t the amplitudes of nonlinear oscillations 
are also small. In what follows we only study the situation where the effect 
of nonlinearity is of the same order as the effect of dissipation. This implies 
tha t the dissipative terms in equations (5c) and (5d), which are the terms 
proportional to i/ and A, are of the same order as nonlinear terms. A typical 
nonlinear term in these equations is udv/dx. Its ratio to the dissipative term 
in equation (5c), which is the term proportional to v, is of the order we^^. 
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This ratio is of the order unity when u = C(e^). Let us estimate the order of 
magnitude of the quantity u in terms of e and A. To do this we analyze how 
nonlinearity acts. As we have already seen, the amplitude of Alfven oscilla­
tions in the cavity is of the order Ae^'^. The presence of Alfven oscillations 
causes a variation of the total pressure of the order A^e^**. This variation 
of the total pressure drives plasma motions which are parallel to the equi­
librium magnetic field. The interaction of the longitudinal motion with the 
basic Alfven oscillations creates nonlinear corrections to the Alfven oscilla­
tions. Hence, in particular, u is of the order of the total pressure variation, 
that is M = OiA^e-"^). Then the condition u = 0{e^) leads to A = 0{€^). In 
what follows we take A = C'VA and rewrite boundary condition (6b) as 

M = 0, V = e^VAsai{ujt) at x = 0. (8) 

In the next section we use the set of equations (5) and boundary conditions 
(6a) and (8) to derive a nonlinear governing equation for quasiresonant Alfven 
oscillations in the magnetic cavity. 

3 Derivation of the Governing Equations 

To derive the governing equation for nonlinear resonant oscillations in the 
magnetic cavity we use the singular perturbation method. Since v = C(e^) at 
the boundary, while v = 0{e) in the cavity, we can take w « 0 at x = 0 in the 
main order approximation. In what follows we only consider the steady state 
of resonant oscillations, where perturbations of all quantities oscillate with 
the driver's frequency uj. Hence we can expand the quantity w in a Fourier 
series with respect to x and t: 

oo oo 

«= E e—*53^;„„sin^. (9) 
n = —oo ? n = l 

The fundamental harmonic in this series, represented by terms 

wiie*"*sin—- and w_iie^*"*sin —-, 
Ij ij 

is excited by the driver. All other harmonics in series (9) are generated by the 
two-step nonlinear mechanism described in section 2. The driving force that 
appears due to the interaction of the longitudinal motion with the amplitude 
of the order e ,̂ and the Alfven oscillations with the amplitude of the order 
of e, has amplitude of the order e^. Then it is straightforward to see that the 
amplitudes of the higher resonant terms in (9), which are terms with m = n, 
are of the order e, while the non-resonant terms, which are terms with m y^ n, 

Hence, we can take v in the form 

oo 

v= Y. «nne^""*sm^+0(e3) . (10) 
n = —OO 
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The sum in this equation can be rewritten as 

^ « „ „ e - - * s i n ^ = e [ / ( e ) - / ( r 7 ) ] , (11) 

n = —oo 

where 

OO 

/= E /»̂ '"̂ ' 

(12a) 

(12b) 

It follows from equation (12b) tha t / _ „ = / ^ , where the asterisk indicates 
a complex conjugate quantity. We see tha t in the main order approximation 
the nonlinear resonant Alfven oscillation is represented by a superposition of 
two nonlinear waves, one of which propagates in the positive direction of the 

and the other in the negative direction. Simple estimates based on the 
set of equations (5) show tha t the perturbat ions of the quantities p and p 
are of the same order as M, tha t is of the order e^, while By is of the order 
e and does not contain terms of the order e^. Consequently we look for the 
solution to the set of equations (5) in the form of expansions 

« = e [ / ( e ) - / ( ^ ) ] + e V 3 ) + . . . , B , = eBW + e 3 B f + . . . , (13a) 

p = po + e'^p^'^^ + ... , p = po + eV^^ + --- , M = e^M(̂ ) + . . . .(13b) 

In what follows we only outline the derivation of the governing equation. 
The details of the derivation can be found in [20]. We obtain the equations 
of the first order approximation collecting terms of the order e in equations 
(5c) and (5d). It follows from these equations tha t 

Bl'^ = ^^[f{i)+f{ri)]. (14) 

The equations of the second order approximation are obtained by collec­
ting terms of the order ê  in equations (5a), (5b) and (5e). It follows from 
these equations tha t p'^'^^ = c%p'^'^^ with c | = ^po/po the square of the sound 
speed, and w"^' and p^"^' are given by 

w(2) = Y, « i 2 ) ( x ) e - * , p(2) = ^ pl?\x)e^"-\ (15) 

u(^) = -2tVA 

OO 

E 

^ OO 

1 y - ^ , , . TTnx 
/ ^ '^^jmjn—m SIH -

V /\. a •' 7J2 = —OO 

mfmfn-m . n{2m - n)x 
n > T7o-^ o-iT. 777 s m 

m= — co 
y^n^ — c | ( 2 m — n)2 L 

(16) 
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Zpo -sr-^ Tmx (2) ^FO \ ^ r r 

m = —oo 

v ^ 'm{2'm-n)fmf„-m 7r(2m - n )x 
2^0 Z . T / 2 ^ 2 _ . 2 , o ^ _ , , 2 ^ » « 7 • (17) 

m= — co 
y^n^ — c | ( 2 m — n)2 L 

(2) 

Equation (17) is valid for n > 0. The quanti ty pg is determined by 

(2) _ Po v ^ I „ |2 27rmx 
OO 

Po = " 7 2 , 
m = —OO 

l / m l ' c o s — — . (18) 
c j - - •- • L 

In the third order approximation we collect terms of the order e in equa-

tions (5c) and (5d) and eliminate By ' from the obtained equations. As a 
result we arrive at 

dt"^ vr^Sn 9x2 
F, (19) 

F - - 2 A ^ ^ - — (u^^^ ^''^'^ ^^^^ ^''^'^ 

where 

dt"^ dt \ dx Po dt 

The function w*̂ )̂ satisfies the boundary conditions 

v^^^ = 0 at x = L, (21a) 

v^^') = VAsm{ujt) at x = 0. (21b) 

In order to have homogeneous boundary conditions we make substi tution 

«(3) = (; + V A f l - Y ) s i n ( u ; t ) . (22) 
L 

Then we rewrite equation (19) as 

The function g satisfies the boundary conditions 

g = 0 at X = 0 and x = L. (24) 

Now we expand the functions g and F in the Fourier series with respect to 
time: 

OO OO 
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The substitution of these expansions into (23) yields 

d o 7T Tl F iuj / X \ 

^ + ^^<;„ = " i f + ^ (i - ZJ ('̂ 1." - '̂ -1.")' (26) 

where (5j_„ is the Kronecker delta-symbol. Equation (26) is compatible only 
when its right-hand side is orthogonal to the eigenfunction of the differential 
operator determined by the left-hand side of equation (26) and boundary 
conditions (24) that corresponds to the zero eigenvalue. This eigenfunction 
is sinijinx/L). Then the orthogonality condition yields 

^^Jn ^j-2 ''T-Jn r , /T/2 

fn E 
{2n-mf\fn-m? _ VA5i,n 
"jjri? — c|,(2n — TO)2 27r 

(27) 

where (/^)„ is the nth Fourier coefficient for the function /^. This equation 
is valid for n > 0. For n < 0 the Fourier coefficients are determined by the 
relation /„ = /:^„. 

Equation (27) is the nonlinear governing equation for the function / writ­
ten in terms of the Fourier coefficients of this function. In section 5 we ana­
lytically study this equation in the one-mode approximation; in section 6 we 
present results of its numerical solution in the multi-mode case. Here we only 
note one very important property of equation (27). If we take the approxima­
tion of cold plasmas and put cs = 0, we obtain that the sum in (27) becomes 
singular since its term corresponding to m = 0 is infinite. This property im­
plies that in a cold plasma the steady state of driven oscillations cannot be 
attained. 

4 Energetics 

In this section we calculate the energy dissipated and the energy stored 
in the magnetic cavity. Since the cavity has an infinite extension in the y-
and z-direction, we calculate the energy averaged over one period dissipated 
in a volume with the length L in the x-direction and with the unit lengths in 
the y- and z-direction. In the steady state of driven oscillations this energy is 
equal to the energy flux through the unit area of the surface x = 0 averaged 
over one period. Since the x-component of the velocity is zero at x = 0, the 
instantaneous energy flux through the unit area of the surface x = 0 is given 
by the Poynting vector E x B/1^, where E is the electric field. With the use 
of the Ohm's and Ampere's laws we get 

ExB = vB'^-B{v-B) + e^X(y X B)x B. (28) 
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With the aid of equations (8) and (13a) we find that at x = 0 

Oie"). (29) {E X B), = -C^VAB.B^') sin(^t) - ^ ' A B ^ ^ ' -^^^^ 

Now we use equation (14) to reduce this expression to 

{E X B).^ = -2e^Blf{ujt) sm{ujt) + 0{e^). (30) 

And, finally, we arrive at the following expression for the period-averaged 
energy flux S: 

S = ^ r^{ExB),,dt = 2eVoV:|S(/i) + 0{e^), (31) 
2-njj, Jo 

where the symbol S indicates the imaginary part of a quantity. 
The period-averaged energy stored in the volume of the magnetic cavity 

with the length L in the x-direction and with the unit lengths in the y- and 
z-direction is 

£= / dt 
4vr Jo JO 

dx + 0{e^), (32) 

where w*̂ )̂ = /(^) — /(??). When deriving this equation we have used the fact 
that the contribution of the perturbation of the inner energy of the plasma 
into the stored energy is of the order ©(e**). We use equation (14) and the 
relation /_„ = /^ to transform expression (32) to 

oo 

£ = ie'poLY,\fn\'+0{e'). (33) 
n=l 

It is interesting to note that S/£ = C(e^). 
In the next sections expressions (31) and (33) are used to calculate the 

energy flux into the cavity and the energy stored in the cavity analytically in 
the one-mode approximation and numerically in the multi-modal case. 

5 Multistability 

The nonlinear algebraic system (27) has in general multiple solutions. 
This fact holds true even in the 1-mode approximation. Let us introduce the 
dimensionless quantities 

y=^^ / 3 = T f ' ^ = ^ 7 7 ^ ^ - (34) 

In accordance with the assumption made in Section 3 the quantity /3^/^ is an 
irrational number. The quantity R = e^Ri/n can be called the scaled total 
Reynolds number. 
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5.1 O n e - M o d e A p p r o x i m a t i o n 

Let us consider the one-mode approximation where w„ = 0 for \n\ > 1. 
Then it is straightforward to obtain 

^ ( 2 - m ) 2 | l / i _ „ | 2 _ |l/ii2 
y i = 3ViVi , > ^ — -y = — . 35 

m= — co 

With the use of these results we get from equation (27) 

vJ2A+^^^\V,\^-^R-')=—. (36) 
V 2/3(1-/3) ' ' J 2n ^ ' 

The quanti ty y _ i is determined by the relation V^i = Vj*. We multiply 
equation (36) by the complex conjugate equation to derive the equation for 

\Vi? 

Y^ + 2Y'^+ {l + :iK)Y-C = 0, (37) 

where we have introduced the notat ion 

y ^ 2 - 5 / 3 , 1 2 - 5 / 3 

4 Z \ / 3 ( l - / 3 ) ' ^ ' ' 12Z\2i?2' ^ 6 4 ^ M 3 / 3 ( l - / 3 ) ' ^ ^ 

In what follows we assume tha t /3 < 2 /5 . We also assume tha t A y^ 0. The 
case where A = 0 will be considered separately. 

Since jV îp > 0 we are looking for solutions to equation (37) satisfying 
the condition ysignZ\ > 0. When A > 0 the polynomial on the left-hand side 
of equation (37) is a monotonically growing function for y > 0. Since C < 0 
there is exactly one positive root to equation (37). 

When A < 0 the analysis is more complicated. Now we look for negative 
roots to equation (37) and it is straightforward to see tha t all real roots to 
this equation are negative. The discriminant of this equation is 

D = a^+a^+ 2da + (f, (39) 

where 

1 1 4 
a = K--, d=-C+—. (40) 

9 ' 2 27 ^ ' 

Equation (37) has one real root when D > 0 and three real roots when 
D < 0. The discriminant of the cubic equation D{a) = 0 is ^(^{(1— -^). Since 
C < 0 the quanti ty d satisfies the restriction d < •^. We consider two cases: 

i) d < 0. In this case there is only one real root a i to the equation 
_D((T) = 0. -D(<T) < 0 when a < a\, while -D(<T) > 0 when a > a\. Since 

D{ — ̂ ) > 0, the root a^ satisfies the inequality a^ < —^. The condition 
K > 0 leads to a > — ̂  > a i . Hence, for all possible values of a we have 
D{a) > 0. This implies tha t there is only one real root to equation (37). 
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ii) 0 < d < ^ . Then there are three real roots a i < (T2 < o"3 < 0 to 
equation (39). It is obvious tha t D <0 when either a < ai or (T2 < o" < 0-3, 
while D > 0 otherwise. Since <TI + <T2 + o"3 = —1, it follows tha t ai < —^. 
Since D{ — ̂ ) < 0 we obtain tha t (T2 < — ^ < o"3. Since a > — ^ it follows tha t 
D < 0 when a < 0-3, while D > 0 when a > as,. Hence, equation (37) has 
one real root when a < 0-3 and three real roots when a > 0-3. 

Summarizing the analysis we state tha t there are three real roots to equa­
tion (37) when the following two inequalities are satisfied: 

8 

"27 
< C < 0 , 0 < K < o - 3 (41) 

If at least one of them is not satisfied, there is only one real root to equation 
(37). Examples of unique and triple solutions are shown in Figs. 3a and 3& 
respectively. 

In terms of A and R inequalities (41) are rewritten as 

Z\fl(/3,i?)<Z\<Z\,(/3) 
2 - 5 / 3 

,^2/3(1- /3) 

1/3 

(42) 

where Z\/{(/3, R) is obtained inverting the relation 

R = 
1 

1/2 

2\AR\ \l + 9a3iAR 

Note tha t the dependence AR on R is given by the asymptotic formula 

i?2 2 - 5 / 3 

87r2 /3(1 - /3) 
for 1 < i? < e -1/2 

(43) 

(44) 

The upper bound on R is needed since the quasiresonant per turbat ion scheme 
adopted in equation (7) requires max \A\ = 0{e^^). 

It can be seen tha t the equation for \Vi\'^ has only one positive real root 
for all values of R when A = 0. The function Ac{f3) monotonicly glows from 
—00 to 0 when /3 is changed from 0 to 2 /5 . In Fig. 2 the dependence of AR 
on i? for /3 = 0.2 is shown. 

We use equation (36) to rewrite expressions (31) and (33) for the Poynting 
flux and the energy in the cavity as 

S = e^poVlS, £ = e^poLVlE, 

where 

S = 
(3K ,1/2 

^ |z \ | [ ( i + y ) 2 + 3K]' 
E = 

7r2Z\2[(l + y )2 + 3K]' 

(45) 

(46) 

In Figs. 3b and 4b the dependencies of the quantities S and E on R are 
shown for /3 = 0.2 and Z\ = 0.3 and A = —1 respectively. It is seen from 
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10 
R 

14 

Fig. 2. The dependence of AR on R for /3 = 0.2 (solid line). Unique (triple) solutions 
exist in the shaded (non-shaded) 

formulae (38) and (46) that S oc 1/R and E —̂  const as i? —̂  oo. This trend 
is in good agreement with Figs. 3b and 4b. 

One peculiarity of systems with multiple solutions is their ability to 'bi­
furcate' from one equilibrium state to another, one classical example being 
the nonlinear Duffing oscillator. This indeed happens in our hydromagnetic 
cavity as it can be seen in Figs. 4b and 5. The transitions the system experi­
ences in going from one 'branch' of the response curve to the other imply an 
energy dissipation if the arrival branch has a lower energy than the starting 
branch. When i? ^ 1 the transition takes place for \A\ = \AR\ ^ 1, so that, 
from equations (37), (44) and (46) 

E 
4R2 

^2 

E = 0{R-

0{R), upper branch. 

lower branch, 

and the energy jump is 

AE = 
4R^ 

0{R). 

(47) 

(48) 

The time in which this energy is dissipated depends on the details of 
the dynamics in the neighbourhood of the stationary states: its estimate is 
0{{R/€'^)L/VA)- Taking equation (48) into account we may write the follo­
wing estimate for the released power: 

W « e^^PoVlW, W = \ R . (49) 
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Fig. 3. A unique stationary state for /3 = 0.2 and A = 0.3. a. / vs ^ for R = 1000. 
The solid line shows the numerical solution with the use of 128 modes, b . The 
dimensionless energy, E, (solid line) and Poynting flux, S, (dashed line) vs the 
normalized Reynolds number R calculated numerically with the use of 128 modes. 
In both figures + and <> shows the 1-mode (analytical) and the 4-mode (numerical) 
solutions respectively. 
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Fig. 4. a. / computed using equation (12b) witli 128 modes for /3 = 0.2, A = —1, 
and R = 1000. Tlie tliree curves correspond to tlie tliree different solutions to 
equation (27). <> shows the 1-mode (analytical) solution, b . Bifurcation diagrams 
for equation (27). The dimensionless energy, E, (solid line) and Poynting flux, S, 
(dashed line) vs the normalized Reynolds number R for /3 = 0.2 and A = —1. Note 
the coalescence of the upper two branches at R = 5. 
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fcq 

A 
Fig. 5. Energy response of the cavity vs the normalized frequency mistuning at 
l3 = 0.2 and R = 5. Note the similarity with the response curve of the Duffing 
oscillator. 

The quantity W is comparable with the normalized Poynting flux (46) at the 
bifurcation point of the upper branch (Z\ = An), i.e. 

S = -R. (50) 

We recall that in (49) and (50) R < e ^/^, in accordance with the consistency 
constraint of equation (44). 

5.2 Numerical Results 

To solve the inflnite set of algebraic equations (27) we have used the 
following method. First we truncated this set of equations and take /„ = 0 
for \n\ > N. The relation /„ = / ! „ and the fact that /o = 0 enabled us 
to consider n > 0 only. As a result we have to solve a set of N algebraic 
equations. We use the Newton-Raphson method to solve this set of equations 
[21]. Convergence of this method is highly improved if a 'good' initial guess 
is given for the root. It turned out that for values of A out of the two narrow 
windows, [0.20, 0.23] and [0.40, 0.42], the one-mode approximation gives a 
very good initial guess. In Figs. 3 and 4 numerical results for R = 1000 
and A = 0.3 and A = —1 are shown. These results were obtained with 
N = 128. We see that the one-mode solution gives an excellent approximation 
for the multi-modal solution. We have scanned a wide range of R and A ^ 
[0.20, 0.23] U [0.40, 0.42] and obtained the same result: the one-mode and 
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multi-modal solutions practically coincide. Hence, we conclude that the one-
mode approximation provides a very good description of the steady state of 
Alfven oscillations in the magnetic cavity for (3 = 0.2 unless either 0.20 < 
A < 0.23 or 0.40 < A< 0.42. 

6 Solutions with Shocks and High-Reynolds-Number 
Bifurcations 

When 0.20 < A < 0.23 the one-mode approximation does not give a 
good initial guess for large values of R. To find this initial guess we have 
used the following procedure. First we found a solution for a small value 
of R, where the one-mode analytical solution is an acceptable initial guess. 
Then we increased R and used the solution for the previous value of R as 
a guess. This procedure was iterated until R reached the desired value. The 
function /(^) for /3 = 0.2, A = 0.2, and R = 10, 100, and 1000 is shown 
in Fig. 6a. We see that the solution for R = 1000 is characterized by very 
large spatial gradients. As a matter of fact regions with these large spatial 
gradients correspond to shock waves for i? —̂  oo. The important property of 
the shock solution is that the corresponding energy flux, S, does not vanish 
when i? —̂  00. Instead, it saturates. 

Once the solution /„ is found, we can reconstruct the velocity fleld v{x,t) 
using equation (10). The time evolution of the velocity v{x,t) is shown in 
Fig. 6b. It is instructive to compare Fig. 6a with Fig. 7a in [20], where the 
shock solution for f3 = 0.1 is shown. We can see that for f3 = 0.1 shocks are 
much more pronounced than for f3 = 0.2. Our numerical study shows that the 
shocks are strongly pronounced in the shock solution for /3 < 0.15. When f3 is 
increased beyond this value, the shocks slowly fade away. It is also worth to 
note the robustness of the shock window for A with respect to the variation 
of 13. It is the same, [0.20,0.23], for 0.1 < /3 < 0.2. 

It was found in [20] that the shock solution for /3 = 0.1 and Z\ G [0.20, 0.23] 
is not unique. At i? = i?^ « 160.5 the saddle-node bifurcation occurs and two 
additional low-modal solutions exist for R > Re (see Fig. 8 in [20]). When 
/3 = 0.2, the situation is different. We did not flnd bifurcations with respect to 
i? for Z\ G [0.20,0.23]. So, on the basis of the numerical analysis, we conclude 
that the shock solution is unique. However, we found that the saddle-node 
bifurcation occurs when A G [0.40, 0.42]. This bifurcation is shown in Fig. 7. 
It occurs at i? = i?c R̂  270. In Fig. 7a the two solutions for R = 500 are shown. 
The solid line shows the solution that also exists for R < Re, while the dashed 
line shows one of the two solutions that appear as a result of the bifurcation. 
The second solution is low-modal and it is excellently described by the four-
mode approximation. Although more modes are necessary to provide the 
correct description of the flrst solution, this solution is also rather smooth 
and does not contain large gradients. It is interesting to note that the energy 
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Fig. 6. The solutions with shocks for /3 = 0.2 and A = 0.2. 
a. / vs 5 numerically calculated with Â  = 512. Note the progressive development 
of shocks as R is increased from 10 (short-dashed line) to 100 (long-dashed line) and 
1000 (solid line), b . The time-evolution of the velocity field v{x,i) for R = 1000. 
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Fig. 7. /3 = 0.2 and A = 0.4. obtained using N = 256. a. / vs ^ for R = 500. 
Tlie daslied curve corresponds to tlie low-modal solution and the o's denote its 4-
mode approximation, b . upper panel. The dimensionless energy, E, vs normalized 
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not clearly seen in the figure, we checked that S ex 1/R for both solutions. 
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Fig. 8. The dependence of the shock solution on A for /3 = 0.2 and R = 1000. 

E saturates when i? —̂  oo for all three solutions, and the energy flux S is 
inversely proportional to i? for i? ^ 1. 

To better understand how the existence of the shock solution depends 
on A we studied the behaviour of the shock solution when A is varied. The 
results of this study are given in Fig. 8. We see that this solution is rather 
smooth and can be only conventionally called "shock solution" when A is 
far away from the interval [0.20,0.23]. When A approaches one of the bo­
undaries of this interval large gradients start to be built-up. And these large 
gradients become well-developed when A is in the interval. We also can see 
the bifurcation at A « 0.4. 

7 Conclusions 

In the present paper we addressed the problem of nonlinear MHD oscil­
lations in a one-dimensional homogeneous magnetic cavity. We studied the 
stationary response of the cavity to the excitation of Alfven waves in its 
interior by the oscillatory motion of one of its boundaries. 

The main results of our work are: 

• Even in the strongly nonlinear regime the steady state of the driven 
oscillations can be represented as a sum of two waves with the same 
permanent shape propagating in the opposite directions. 
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• The behaviour of the oscihations is determined by the three dimensionless 
parameters: the plasma /3, the scaled mistuning A and the scaled Reynold 
number R. 

• All numerical results presented in our paper were obtained for f3 = 0.2. 
Comparison with the same results for f3 = 0.1 presented in [20] shows 
that , for relatively small values of f3 and the wide range of variation of 
A, the behaviour of the oscillations only weakly depends on f3. 

• When A is out of the intervals, [0.20,0.23] and [0.40,0.42], the one-mode 
approximation provides a very good description of the oscillations. De­
pending on values of A and R either there is a unique solution to the 
problem, or there are tree solutions. 

• When A G [0.20,0.23] the one-mode approximation does not properly 
describe the oscillations. For large values of R this solution (the shock 
solution) contains large gradients. Note, tha t the same behaviour was 
found in [20] for A G [0.20,0.23] and /3 = 0.1. However, for /3 = 0.1 
shocks are much more pronounces than for f3 = 0.2. In general, shocks 
are well pronounced for f3 < 0.15 and they slowly fade away when f3 is 
increased beyond this value. In contrast to the case with f3 = 0.1, where 
two low-modal solution co-exist with the shock solution for large R, the 
shock solution is unique for /3 = 0.2. 

• When A G [0.40, 0.42], a saddle-node bifurcation occurs for large R. Two 
low-modal solutions appear as a result of this bifurcation. This result is in 
contrast to the corresponding result for /3 = 0.1, where this bifurcation 
occurs for A G [0.20,0.23], i.e. in the same interval where the shock 
solution exsts. 

• For the low-modal solutions the energy flux into the cavity averaged over 
the oscillation period tends to zero when R is increased. In contrast, it 
saturates for the shock solution. 
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A b s t r a c t . The linear propagation of Alfven waves in the solar wind is considered 
for arbitrary wavelengths, which may exceed the lengthscales of variation of (i) the 
mass density of the medium, (ii) strength and direction of the external magnetic 
field, (iii) of the mean flow velocity and (iv) of multiple ion species in the backgro­
und. The effects (i) to (iv) are studied initially isolated and then in combination, 
causing the reflection of Alfven waves, which is shown to lead to a steepening of 
the wave energy spectrum with distance, which is consistent asymptotically with 
Kraichnan or Kolmogorov exponents. Particular attention is given to singularities 
of the wave equation in the presence of mean flow e.g. critical layers where the mean 
flow velocity equals the Alfven speed, and localized wave reflection may occur, as 
well as other changes in wave properties. 

1 I n t r o d u c t i o n 

The solar wind is an inhomogeneous medium, with non-uniform mass 
density and mean flow velocity, under an external magnetic field of varying 
strength and direction [119,121,27,12,96,68,103]. The inhomogeneity of the 
solar wind significantly affects Alfvenic perturbat ions in the range of periods 
observed at the earth, say from 1 hour to 1 day. Taking a = 5 x 10^ cm s~^ for 
the average Alfven speed in the solar wind, the periods r = 3.6 x 10^ — 8.6 x 
10^ s would correspond to a wavelength A = a r = 1.8 x 10^^ —4.3 x 10 -̂̂  cm = 
2.6 — 62 ro which exceeds the solar radius ro = 7 x 10^° cm; it is clear tha t 
under such conditions the reflection of Alfven waves by gradients of the back­
ground medium is signiflcant, with two consequences. First, for linear Alfven 
waves closer to the sun, the process of reflection is frequency dependent, and 
can lead to Kolmogorov or Kraichnan-type spectra, as will be shown in §2.4. 
Secondly, further from the sun, as Alfven waves become non-linear, the waves 
propagating in opposite directions interact, leading to the energy cascade of 
hydromagnetic turbulence [80,81,56,58,138,139,142,145,140,141]. 

Although the process of wave reflection is certainly present in the solar 
wind, much of the literature on the subject incorporates explicit or implicit 
assumptions which preclude the occurence of theis process. Three examples 
are given immediately below. First, much of the literature on Alfven waves 
and Alfvenic turbulence in the solar wind uses Elsasser [61] variables: 

r± V±B^/|I/4^, ( la) 

T. Passot and P.-L. Sulem (Eds.): Proceedings 1998, LNP 536, pp. 104-159, 1999. 
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where V is the velocity, B the magnetic field, fi the magnetic permeability 
and p the mass density; the Elsasser variables are a natural representation 
of Alfven waves propagating in opposite directions. The vanishing of one of 
them, e.g. Z^ 7̂  0 = Z~ ^ implies no refiection; thus for Alfven waves in the 
inhomogeneous solar wind, Z+ ^ 0 ^ Z~ because gradients of background 
properties imply that an Alfven waves propagating in one direction give rise to 
refiected waves propagating in the opposite direction. Second, the assumption 
of sinusoidal perturbations in space: 

Z^{x,t) = Z^exp[i{k-x-ujt)], (lb) 

implies that the medium is homogeneous, and there is no refiection; for an 
inhomogeneous medium the wavevector k does not exist in the direction of 
stratification, because the MHD equations do not have sinusoidal solutions. 
Third, the JWKB-approximation assumes there is no wave refiection [79,146, 
82,23]. 

There is a fourth way in which wave refiection is excluded, often implicitly, 
by the use of Elsasser equations in their original form: 

dZ^/dt+(Z^-V)Z^ + VP = 0, (2a) 

or linearized versions, where P denotes the total pressure, i.e. gas p plus 
magnetic pressure, per unit mass: 

P={p + liB'^/8n)/p. (2b) 

The Elsasser equations have been extended to compressible fiuids [98] by 
coupling to an additional equation. In their original form (2a) they assume 
constant mass density, which excludes (i) compressive MHD modes (slow and 
fast waves) and (ii) non-uniform mass density of the background medium. 
If the latter (ii) but not the former (i) is considered, the original Elsasser 
equations (2a) are replaced [52] by: 

dZ^/dt + (Z^ • V) Z ^ + V P 

= (Z± - Z^) [Z^ • V (log/))] - PV (log/)). (3) 

The ratio of the terms on the r.h.s of (3) to the terms of the l.h.s. is X/L where 
A in the wavelength of Alfvenic perturbations and L = |V(log/))|~ = p/ |V/) | 
is the lengthscale of change of background mass density. It follows that the 
original Elsasser equations (2a) apply to Alfvenic perturbations only if A <C P, 
i.e. the background is homogeneous, in which case there is no refiection. Note 
that the restriction A <C P is more severe than the JWKB-approximation 
A2 < P2 [18,147,104,74,75,102]. 

In the present paper the MHD equations are taken as the starting point, 
and none of the preceding assumptions excluding wave refiection is made; 
the theory to be developed applies to all wavelengths, including the cases of 



106 L.M.B.C. Campos et al. 

wavelength comparable to A ^ L or longer than X > L the lengthscales of 
variation of background properties. If the background medium is steady, a 
sinusoidal dependence on time e*'̂ * can be assumed, because the frequency 
uj is conserved; but no sinusoidal dependence on the coordinate 2; or r in 
the direction of stratification can be assumed, because the 'wavenumber' 
k = uj/a{z) is not conserved. Wave theories are simplest for linear waves 
in homogeneous media, but become more complex for (i) non-linear waves 
or (ii) strongly inhomogeneous media, and almost intractable for (i) and 
(ii) together. In the present paper the choice is to consider linear waves, 
and to account fully for inhomogeneity of the background medium. This is 
justified for Alfven waves in the solar wind near the sun, since the velocity 
perturbation (a few tens of km / s ) is much smaller than the Alfven speed (a 
few hundreds of k m / s ) . The evolution of the wave fields with distance will 
then determine if, when or where non-linear effects become important. 

In order to model Alfvenic perturbations in the solar wind, at least four ef­
fects need to be considered [19,21,26,59,60,14,15,97,16,24,122]: (i) an external 
magnetic field of varying strength and direction; (ii) non-uniform mass den­
sity; (iii) a mean flow velocity, which is small near the sun, and increases with 
distance to become superalfvenic before the earth; (iv) the presence of multi­
ple ion species [65,99,77]. To consider all these effects in combination would 
be a tall order indeed. Thus for a start these effects are considered (§2) sepa­
rately, before being combined (§3) into more 'realistic' solar wind models. The 
main physical ingredients are: (§2.1) the effects of density stratification and 
Hall currents, which are demonstrated for a plane parallel atmosphere: (§2.2) 
the effects of an external magnetic field of varying strength and direction, 
which are demonstrated by considering Alfven waves in spiral coordinates; 
(§2.3) the effects of non-uniform mean flow, which are considered first for a 
plane parallel atmosphere; (§2.4) the effects of spherical divergence, which are 
considered for Alfven waves in a radial density stratification and monopole 
magnetic field, leading to Kolmogorov and Kraichnan type spectra. 

The simplest combination of these effects which could claim to include 
the main physical features of the solar wind is Alfven waves in a radial mean 
flow and density stratification, under a monopole external magnetic field 
(§3). The Alfven waves can be of two types: (a) one-dimensional, with ve­
locity and magnetic field perturbations along parallels, depending only on 
radial distance and time; (b) three-dimensional, with velocity and magnetic 
field perturbations also along meridians, depending on the three spherical 
coordinates and time. Both for the (a) one- and (b) three-dimensional ca­
ses, the radial dependence is specified by the same Alfven wave equation, for 
which exact analytical solutions are given, valid for all wave frequencies and 
radial distances, for four distinct backgrounds. Each background is consistent 
with momentum balance and mass conservation, and thus is specified by the 
profile of mean flow velocity: (§3.1) the case of uniform mean flow is the only 
one to which the cut-off frequency applies, discussed in the literature [69,17, 
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91,93,117]; (§3.2) in the case of mean flow velocity proportional to the radius, 
the wave fields are specified by Gaussian hypergeometric functions, with dif­
ferent parameters from case §3.1; (§3.3) the only case without a critical layer 
is that of a homogeneous medium, or mean flow velocity varying like the 
inverse square of the radius, which has a transition level; (§3.4) the closest 
approximation to the solar wind may be a mean flow velocity proportional 
to the square root of the radius, in which case there is a critical layer, where 
the mean flow velocity equals the Alfven speed. 

2 Effects of Stratification, Hall Currents , Non-uniform 
Magnetic Fields and Mean Flow 

Alfven waves in the solar wind are affected by (i) density stratification, 
(ii) mean background flow, (iii) non-uniform external magnetic field and (iv) 
multiple ion species. Before attempting to study several of these effects in 
combination (§3), it is desirable to understand the physics of each of them in 
isolation (§2). This suggests the following sequence, considering: (§2.1) Alfven 
waves, with Hall effect, in a plane parallel atmosphere, under an uniform 
external magnetic field, i.e. effects of density stratification and a two-fluid 
model with ions and electrons; (§2.2) Alfven waves propagating in a spiral 
external magnetic field, i.e. effects of density stratification and external ma­
gnetic field of varying strength and direction; (§2.3) Alfven waves in a plane 
parallel atmosphere, under an uniform magnetic field, in the presence of a 
mean flow, which causes the appearance of a critical layer, where the mean 
flow velocity equals the Alfven speed, i.e. effects (i) and (iii); (§2.4) spherical 
Alfven waves in a radially inhomogeneous medium under a monopole magne­
tic field, leading to the steepening of the energy spectrum, with Kolmogorov-
or Kraichnan- type exponents, as observed in the solar wind. 

2.1 Effects of Density Stratification and Hall Currents 

For linear magneto-acoustic waves in an inhomogeneous medium under 
an uniform external magnetic field [76,13,85,57,28,107], the incompressible, 
shear Alfven mode [5,7,8] decouples from the compressible slow and fast 
modes, even in the presence of dissipation [48] and with non-linear terms 
acting as sources of MHD waves [84,30,132]. This decoupling extends to a 
plane parallel atmosphere only if gravity, the external magnetic field and the 
horizontal wavevector lie on the same plane [22,37,55]. In what follows this 
condition will be assumed to be met, so that it is necessary to consider neither 
slow and fast magneto-acoustic-gravity waves [149,105,100,135,115,3,4,128, 
126,136,151,152,153,31,32,36,37,38,41,42,54], nor acoustic-gravity waves [108, 
90,33]. The present paper will thus concentrate on Alfven waves, excluding 
dissipative effects either on incompressible [57,107,71,114,133,113,32,33,39, 
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41,44,45] or compressible modes [148,95,34,29,2], which are relevant to the 
heating and other phenomena in the solar atmosphere [6,20,129,118,89,74, 
137,154,35,40,53]. 

The simplest case of linear decoupling of Alfven waves from slow and fast 
modes concerns propagation in a plane parallel isothermal atmosphere under 
a uniform vertical magnetic field, with zero horizontal wavenumber [63,64, 
86,72,73,31,9,10,125,130,109,83,110,130]. The extension to oblique magnetic 
field and non-zero horizontal wavenumber [127,39] and the inclusion of dis­
placement currents [87], lead to solutions which are still specified by Bessel 
functions; consideration has been given to Alfven waves in non-isothermal 
atmospheres [150,120] and to Hall effects [88,43]. Although in the solar at­
mosphere the density is sufficiently high to justify the use of MHD equations 
[11,25,155,134,67], Hall currents could become relevant in the distant solar 
wind, and are a simple example of two-fluid or ion-electron plasma effects. If 
the ion gyro-frequency varies with altitude it can lead to the appearance of a 
critical layer [101,51]; since critical layers will be considered subsequently in 
other contexts (§2.3, §3.1, §3.2, §3.4), only the case of constant gyro frequency 
will be considered in this section (§2.1). 

In order to describe linear Alfven waves, the equations of continuity, state 
and energy are not needed, and the only relevant MHD equations are those 
of momentum: 

dV/dt + (V • V) V + p-^Vp = g- {fi/^wp) H A{V AH), (4a) 

and induction: 

dH/dt + V A{H AV) = V A[(H A{V AH)] (4b) 

where dissipative terms were omitted, but the Hall current was included, and 
V is the velocity, H the magnetic field, p the mass density, p the gas pressure, 
p the magnetic permeability; the Hall diffusivity is (̂  = c/A.-nNe where c is 
the speed of light in vacuo, e the electron charge and N the electron density. 
The total state of the fluid is assumed to consist of a steady, non-uniform 
mean state at rest, with density po, pressure po, and external magnetic field 
B, which may depend on the position vector a;, upon which unsteady non­
uniform velocity v, magnetic field h, pressure p' and density p' perturbations 
are superimposed, which may depend on the position vector x and time t: 

{V,H,p,p}{x,t) = {0,B,po,po}{x) + {v,h,p',p'}{x,t); (5a-d) 

Substitution of (5a-d) in (4a,b) yields the linearized equations: 

dv/dt + Po^Vp' - (p'/po) g + (p/Anpo) BA{VAh) = 0, (6a) 

dh/dt + V A{BAv) = V A[(BA{V Ah)], (6b) 

where the external magnetic field was assumed to be current free. 
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Elimination of the velocity perturbation between (6a,b), leads to the 
Alfven-Hall wave equation for the magnetic field perturbation: 

d'^h/dt^ - V A {{A/B'^) B A [B A (V A Ai)]} = 

V A {B A [(Vp' - p'g) /po]} + V A{{A^/wgB) B A [V A {dh/dt)]} , (7) 

where A denotes the Alfven speed (8a) and cj^ the gyro-frequency (8b): 

A^ = fiB'^/A'Kpo, iVg = jiBMe/miC] (8a,b) 

in (8b) the mass density po = infiiNi = vfiiN/M^ was calculated for the ions, 
whose mass is much larger than that of the electrons vfii ^ m-e, and the ion 
density Â^ = N/M is related to the electron density N ^ Ni by the charge 
number M, viz. ujg = A?/BC, = fiBNe/poc leading to (8b). In the case of a 
vertical uniform external magnetic field, the Alfven-Hall wave equation (7) 
shows that only the horizontal components of the external magnetic field 
propagate: 

B = Be,: K- [A^ {h', + h'y/u;^)]' = 0 = hy-[A'' {h'^ - KM]', 
(9a,b) 

where dot denotes derivative with regard to time and prime derivative with 
regard to spatial coordinate (altitude in this case): 

{ / , / ' } ^ {df/dt, df/dz} : v^ - (A^B) K = 0 = vy- (A^B) h'^, 

(10a,b) 

and the velocity perturbation are related to the magnetic field perturbations 
by (10a,b), which follow from (6a). It follows that the perturbations are 
incompressible V • v = 0, and hence p' = 0 = p' the mean state mass density 
p = po and gas pressure p = po can be denoted without the subscript "0". 

The cartesian components of the horizontal magnetic field perturbations 
satisfy two coupled second-order differential equations (9a,b) which, in the 
case of an homogeneous medium, can be eliminated leading to a fourth-order 
wave equation [88]. An alternative, which applies as well to an atmosphere, 
is to consider right- and left- hand polarized waves: 

h± = hx ^ihy, v± = Vx ̂  iVy, (lla,b) 

which are decoupled: 

h± - A^ [h'^ ± h'Jujg\ ' = 0 = v± - {A^/B) h'^. (12a,b) 

Since the background atmosphere does not depend on time, the velocity v and 
magnetic field h perturbations are represented by Fourier decompositions: 

/

+ 00 

H,V{z]uj)e-''^^duj, (13a,b) 
-CXD 
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where H is the magnetic field and V the velocity perturbation spectrum of 
a wave of frequency a; at altitude 2;, which satisfy (12a,b), viz.: 

(1 ± uj/ujg) [A^H')' + uj'^H = 0, V = i {A^/ujgB) H'; (14a,b) 

substitution of (14b) into (14a) yields the Alfven-Hall wave equation for the 
velocity perturbation spectrum: 

{l±u;/u;g)A'^V" + u;^V = 0, (15a) 

which shows that the Hall effect corresponds to a change of Alfven speed: 

A^ A^l±uj/ujg = A. (15b) 

The implication is that right-polarized waves have a phase speed larger than 
the Alfven speed, and left-polarized waves have a smaller propagation speed 
if a; < ujg^ and become evanescent above the gyro-frequency uj > ujg^ because 
then the phase speed is imaginary. At the gyro-frequency uj = ujg the phase 
speed is zero A = 0, corresponding to a critical layer [101,51]. 

Concerning the effects of density stratification, they are different for inho-
mogeneities transverse to the direction of propagation [111,112], which cause 
phase mixing, and for inhomogeneity in the direction of propagation, which 
is considered next; the velocity (15a) and magnetic field (14a) perturbations 
satisfy different wave equations: 

A'^V" + oj^V = 0, (A'^H'Y + u;^H = 0, (16a,b) 

and thus equipartition of kinetic and magnetic energies V/A = H/B is not 
possible. In the general case of a non-isothermal atmosphere, as the den­
sity tends to zero p ^ 0 at high-altitude 2; ^ 00, the Alfven speed diver­
ges A ^ 00 in (8a), and the magnetic field perturbation H' ^ 0 in (16b) 
tends to a constant H' -^ const^ and the velocity perturbation V" ^ 0 in 
(16a) diverges linearly V ^ z; this corresponds to propagating waves. For 
standing modes the velocity perturbation must be bounded V -^ const at 
high-altitude 2; -^ 00, and thus the magnetic field perturbation H r^V tends 
to zero i7 ^ 0, like the mass density p ^ e~^l^^ where L is the density scale 
height L = —l/(log/))'. The Table 1 shows that: (i) for standing waves the 
total energy density E = Ey + Eh decays E r^ p r^ Ey and is dominated by 
the kinetic energy; (ii) for propagating waves the total energy density tends to 
a constant E ^ const ^ Eh and is dominated by the magnetic energy. Note 
the property (ii) relates to Alfven waves in the solar wind, for which the 
magnetic field perturbation tends to a constant fraction of the background 
magnetic field h/B ^ const. 

These results can be confirmed in the case of an isothermal atmosphere, 
for which the mass density (17a) decays exponentially on altitude on the scale 
height (17b): 

p {z) = poe-'/^, L = RT/g, (17a,b) 
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Table 1. Alfven waves in an atmosphere 

Type of wave standing propagating 

Velocity perturbation v ~ const 

Magnetic fleld perturbation h <~^ p ^ Q 

Kinetic energy 

Magnetic energy Eh = ph^ /47r Eh ^ f 0 

V <-^ z 

h ~ const 

E^ r^ Z^P^O 

Eh ^ const 

where R is the gas constant, and T the temperature . For a uniform external 
magnetic field it follows tha t the Alfven speed (8a) increases exponentially 
on twice the scale height (18a) from an initial value (18b) at al t i tude zero: 

A{z) =ae^/2-^, a = B^/J^ vrpo- (18a,b) 

Note tha t the profile of Alfven speed with alt i tude (18a) implies that an 
Alfven wave propagates to infinity in twice the time it would take to cover 
one scale height at the initial Alfven speed: 

i-CXD i-CXD 

t = f {A{z)}~^ dz = a - 1 / e-^/2-^ dz = 2L/c (18c) 

The solution of the Alfven wave equation (16a) with Alfven speed profile 
(18a) is [63,31]: 

V{z;u;) = Zo{(), ( = 2u;L/A{z) = {2u;L/a) e'^/^^., (19a,b) 

where ZQ is a linear combination of Bessel Jo, Neumann YQ or Hankel HQ 
functions [1] of order zero: 

(1) r(2) 
Zo (C) ^ Ci Jo (C) + C2Y0 (C) = C+H'o' (C) + C-H'o' (C) (20a,b) 

where Ci , C2 or C± are arbitrary constants, determined from boundary con­
ditions. 

Noting tha t increasing alt i tude z corresponds to decreasing ( in (19b), it 

may be expected tha t HQ {() represents an upward and HQ {() a downward 

propagating wave at infinity: 

^ ^ 00, C ^ 0 : i/^^'^^ (C) - ± (2OT) logC = ± (2OT) [-Z/2L + log {2u;L/a)] ; 
(21a,b) 

it is clear from (21a) tha t H'^^^ has a positive spatial phase (upward propaga­
tion) and H'^'^^ a negative spatial phase (downward propagation). The phase 
is asymptotically bounded at high alti tude, as should be expected from the 
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finite propagation time (18c); the amplitude grows asymptotically 2; ̂  oo as 
a linear function of alt i tude ^ 'KZ/L for an isothermal atmosphere, confirming 
the prediction V r^ z m. (Table 1) for propagating waves, without restriction 
to isothermal atmospheres. The radiation condition, excluding waves coming 
from infinity, implies C_ = 0, and the remaining constant of integration C+ 
is determined from the initial velocity per turbat ion spectrum at amplitude 
^ = 0: 

V{z] uj) = V{0; u;)H^'^^ ({2u;L/a) e'^/^^) /H'^Q^ {2ujL/a). (22a) 

Note tha t HQ (C) 7̂  0 so tha t there are no resonances for propagating waves. 
For standing waves, perfectly reflected from infinity, the amplitude must 

be bounded F < 00 asymptotically as 2; ^ 00. Since this condition is not 
met by YQ {(,) ^ logC ^ ^, one must set C2 = 0 in (20a), and the remaining 
constant of integration Ci is determined from the initial velocity spectrum: 

V{z] uj) = V{0; UJ)JQ {{2ujL/a) e'^/^^) /Jo {2ujL/a). (22b) 

It follows tha t the standing modes have resonances at the frequencies cĵ i 
corresponding to the roots jn of the Bessel function JQ: 

Jo [in) = 0 : uJn= in aj^L . (23a) 

Substi tuting (22b) in the Fourier integral (13b), and using the residues the 
integrand at the simple poles corresponding to the frequencies (23a), it follows 
tha t the wave field: 

Y[z; u;) = -m {a/L) ^ {V (0; u;„) / K J i (j„)]} J i ( j . e -^ /^^ ) , (23b) 
n 

consists of a superposition of normal modes; the first three normal modes of 
standing Alfven waves in an isothermal atmosphere (Figure 1), show tha t the 
increase of Alfven speed with alt i tude increases the spacing between nodes 
of the waveform, and oscillations cease when UJL/A (Z) < ji = 2.408. This 
has been interpreted in the literature as a 'cut-off frequency' uj^ = 2Aa/L for 
Alfven waves. In fact, Alfven waves are not filtered in an atmosphere, and 
a more accurate statement is tha t they cease to oscillate beyond an alt i tude 
C, < ji in (19b), viz.: 

z>2L log {2u;L/jia) = 2L [-0.18 + log {u;L/a)] = z^ (24) 

and thus appear to be 'evanescent' above. This demonstrates tha t the density 
gradients in an atmosphere can cause strong reflection of Alfven waves, as 
might be expected from the rapid increase of the Alfven speed with alt i tude. 

In Figure 1 the first four modes (23a,b) of Alfven waves are shown, stan­
ding vertically in an isothermal atmosphere under a uniform external magne­
tic field, with perfect reflection from infinity. The density scale height (17b) 
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Fig. 1. Velocity V and magnetic fleld H perturbations of flrst four modes n = 
1,2,3,4 of Alfven waves standing vertically in an isothermal atmosphere, perfectly 
reflected from inflnity, versus altitude made dimensionless by dividing by the scale 
height. For each natural frequency f2n = uJnL/a, is indicated the corresponding 
local wavelength Xn/L = 27r/f2n and change in mass density over a wavelength 
An = exp(An/L). 

and initial Alfven speed (18b) specify through (23a) the eigenvalue or natural 
frequency ujm where jn is a root of the Bessel function JQ. Clearly the waves 
are not sinusoidal in space, as one might expect from a "local wavenumber" 
k{z) = uj/A{z) = {uj/a)e~^/'^^ which depends on alt i tude. A constant "refe­
rence number" kn = ujn/a or wavelength A„ = 2'K/kn = l-najiOn = ^'nL/jn 
may be defined from the initial Alfven speed (18b); the ratio of the "reference 
wavelength" to the scale height A„/L = ^w/jn does not satisfy the J W K B -
approximation (Xn/L) <C 1 at least for the first four standing modes. The 
implication is tha t the atmosphere mass density (17a) changes significantly 
over a wavelength A „ = exp (Xn/L) = exp (A.-K/jn)^ so the medium is highly 
inhomogeneous on the scale of a reference wavelength. Note tha t the n-th 
mode has (n-1) nodes, since the node at infinity corresponds to finite, non­
zero amplitude. Also the nodes are not equally spaced, due to increase in 
Alfven speed with alt i tude. 

In the case of propagating waves the spectrum is continuous, and the 
frequency is given four values cjL/a = 0.5 ,1 , 2, 5 of which only the first corre­
sponds to the J W K B approximation. For propagating waves the wave fields 
(22a) are complex, so the modulus or amplitude are plotted in Figure 2 and 
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ft)L/a = 1/2 
A/L = 25.23 

A = 8.22XI0'° 

<i>L/a = 1.0 
A/L = 12.56 

4=2.86x10^ 

(i)L/a = 2.0 
A/L = 3.14 

4 = 23,1 

COL/a~5.0 
A/L = 1.256 

4 = 3.514 

Fig. 2. Modulus of velocity |V| and magnetic field |7^| perturbation spectra of 
Alfven wave propagating vertically in an isothermal atmosphere: the wave field 
at altitude z is normalized to the value at altitude zero, and plotted versus al­
titude made dimensionless by dividing by the scale height z/L, for four values 
of dimensionless frequency f2o = to L / a = 0.5, 1.0, 2.0, 5.0, and corresponding 
local wavelength A / L = 2T^ jQQ and change in mass density over a wavelength 
A = exp (A/L) 

the argument or phase in Figure 3. In the cases plotted, the local "reference 
wavelength" is larger than the scale height A/L = 277/kL = 2'Ka/ujL > 1, 
and the change of atmospheric density over a reference wavelength is signi­
ficant A = exp (A/L) = exp {2'Ka/ujL) > e. Both for standing (Figure 1) and 
propagating (Figures 2 and 3) waves the velocity per turbat ion (22a,b) and 
corresponding magnetic field perturbat ions are plotted, which are related by 
(13a,b) and (6b, with ( = 0): 

H{z;uj) = i{B/uj)dV{z;uj)/dz. 

Substitution of (22a,b) yields: 

(25) 

H{z;u;) = i{B/a)V{0;u;)e-'/^^H[^^ ((2u;L/a) e ' ^ / ^^ ) /H^'^^ {2wL/a) 

Hr,{z; u;) = i{B/a)V{0; u ; )e-^/2^Ji f(2u;„L/a) e ' ^ / ^^ ) / J o (2u;„L/ 

(26a) 

(26b) 
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Fig. 3. As flgure 2, for phase of velocity arg{V) and magnetic fleld arg{H) pertur­
bations 

respectively for propagating (26a) and standing (26b) waves. The plots of 
dimensionless velocity V = | V{Z;UJ)/V{0;UJ) \ and magnetic filed 
H =1 H{z;uj)a/V{0;uj)B \ perturbat ions in Figures 1 and 2 confirm the 
results in Table 1 concerning the asymptotic wave fields at high-altitude, and 
Figure 3 shows the finite asymptotic phase at 2; ^ oo, consistent with the 
limit (18c) on propagation time. 

2.2 A l fven W a v e s in a Spiral E x t e r n a l M a g n e t i c F ie ld 

Besides density gradients, another important feature of Alfven waves in 
the solar wind is propagation along an external magnetic field of varying 
strength and direction, along Parker 's spiral [119,121]. The Parker 's spiral 
emerges radially from the sun ipo = 0°^ and its angle with the radial direction 
increases with distance up to ipi = 56° at the earth. An approximation is 
to consider Alfven wave propagation in spiral coordinates [49], which is an 
example of Alfven wave propagation in non-uniform magnetic fields [116, 
46], other examples of such propagation include consideration of flux tubes 
or magnetic slabs [124,123,131]. Spiral coordinates {a,P) are defined by the 
complex function 

pj^ia={l-ix) log (re'^ (27) 
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where % is constant. Separating the real and imaginary parts of (27) it fohows 
that 

a (28a,b) 6 ' - x l o g r , /? = logr + x6', 

the curves a, P = const are logarithmic spirals 

{rdO/dr)^ = X = tan'0, {rdO/dr)p = —1/x = tan (7r/2 — ip), (29a,b) 

making a constant angle ip = arctan x and 7r/2 — ip with all radial lines. It 
follows that the spiral coordinates are orthogonal, as should be expected from 
the conformal transformation (27). 

Since spiral coordinates are specified by a conformal transformation, the 
scale factor q is the same along both coordinate curves, i.e. the arc-length is 
given in polar {r,0) and spiral {a,P) coordinates by 

{dey = {dr 

where the scale factor is 

Q = 

r^ {dOy Q {day + {dpy 

1 + X' = (1 

and the inverse of (28a,b) was used 

X ) exp {P-xo^)/Vi + x' 

(1 + x") {O,logr} = {a + xP:P- X(^} 

(30a) 

(30b) 

(31a,b) 

Spiral coordinates are illustrated in Figure 4a for the equilateral case ip = 7r/4, 
X = 1 when both coordinate curves cut all radial lines at the same angle 
ip = 45° = 7r/2 — ip and for the case when one set of curves cuts radial lines 
at angle ip = 15° and the other at 7r/2 — ip = 75° is illustrated in Figures 4b. 
The total magnetic field is assumed to consist (Figure 5) of a background field 
B along e/3 the spirals a = const^ with transverse and parallel magnetic field 
h and velocity v perturbations, depending on time t and spiral coordinate /3, 
which varies along the coordinate curve a = const^ viz.: 

H = B{(3)ef3 + h{(3,t)ec., v = v{(3,t)ec.. (32a,b) 

The linearized induction and momentum equations in spiral coordinates are 

qh = (Bv) qi) = (fiB/A-Kp) {qh) (33a,b) 

where q is the scale factor (30b), dot denotes derivative with regard to time 
and prime denotes derivative with regard to the spiral coordinate /3. 

Elimination between (33a,b) leads to the Alfven wave equation for the 
velocity perturbation in spiral coordinates 

qi) = {A^/B) {Bv)" (34) 
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Fig. 4. Orthogonal logarithmic spiral coordinates where one set of spirals makes 
an angle with radial direction equal to: (a) (p = 45°, (b) (p = 15°. 

a= const. 

Fig. 5. Spiral coordinates in the plane with Alfven waves propagating along the 
external magnetic fleld, aligned with one spiral, with transverse velocity and ma­
gnetic fleld perturbations, aligned with the orthogonal spiral, in the presence of a 
radial gravity fleld 
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where A is the Alfven speed (8a). Thus the velocity perturbation spectrum 
V (/3; a;), for a wave of frequency uj at position /3, 

/

+ 00 

V{f3;u;)e-''''du;, (35a) 

-co 

satisfies the ordinary differential equation 

V" + 2 (B'/B) V + {oo'^q^/A^ + B"/B) F = 0. (35b) 

The Maxwell equation 

0 = V • B = V • {Bep) = g-2 {qB)' (36a) 

implies that the external magnetic field decays along the spiral a = const on 
the inverse of the scale factor (31), viz.: 

B iP) /b = qo/q {(3) = r^/r = exp [- {(3 - Po) / (l + x ' ) ] , (36b) 

where b is the magnetic field strength at the reference radius, taken as the 
solar surface TQ. The remaining undetermined coefficient in (35b) is the Alfven 
speed (8a), which depends on the density stratification. 

The latter is specified by the magnetohydrostatic equilibrium of the mean 
state: 

Vp + (///47r) BA{VAB)= pg, (37) 

where the pressure is specified by the equation of state for a perfect gas (38a): 

p = pRT, g = go (ro/r) = ^o {qo/q) (38a,b) 

and the gravity field g is assumed to be (38b) divergence-free (36a) like the 
external magnetic field (36b). The latter is force-free V A {B {(3) ê ?) = 0, so 
the momentum equation for the mean state (37) simplifies to 

p-^dp = - {g/RT) dr = - {goVo/RT) r~^dr, (39a) 

where (38a,b) were used. In isothermal conditions this leads to the density 
or pressure stratification 

T = const : p/po = (r/ro)"^°"°/^^ = {q/qo)~'°"°^^^ = p/po- (39b) 

Substituting (36b, 39b) in the Alfven speed (8a) it follows that it varies like 
a power of radial distance (40a): 

A = a(g/go)'""°, 1^0 = 2- goro/2RT, (40a,b) 

with exponent (40b), from an initial value (18b) at the solar surface. 
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Substituting the external magnetic field (36b) and Alfven speed (40a), 
the differential equation (35b) becomes 

V" - 2 [q'/q] V + [{q'/qf + [q^uj/af [q/qof""'] V = 0 (41a) 

whose solution specifies the velocity perturbation spectrum: 

V {(3-uj) = {q/qo) Zo ((l + X^) {9ou;/au) {q/qoD , (41b) 

where ZQ is again a linear combination of Bessel functions of order zero 
(20a,b). Using (30b) the scale factor q can be replaced by the radial distance 
in the velocity perturbation spectrum (42a): 

V{r;uj) = (r/ro)Zo(l2o(r/ro)"°), OQ = {rooo/avo)^ec^, (42a,b) 

which involves one parameter, namely the dimensionless frequency (42b), 
formed by the Alfven speed a at the solar radius TQ and the wave frequency, 
and involving also the exponent VQ and the angle ip of the logarithmic spirals 
with all radial lines. Once more, taking ZQ = JQ to be a Bessel function 
specifies standing modes, whereas the Hankel functions represent outward 
ii/"̂ ^̂  and inward H^'^'> propagating waves. The outward VJ^ and inward V-
propagating waves, normalized to the initial spectra 

V± (r; uj) = V (r; uj) /V (ro; u;) = RH^^'''^ {OoR"") /H^^'^^ (l2o) (43a,b) 

are plotted versus radial distance r, made dimensionless by dividing by the 
solar radius ro, over a range of 1 AU or 215 solar radii: 

1 < R = r /ro < 215, jF (r;c(;)| = \V± {r;uj)\ , arg [V {r;uj)] = ±arg [V± {r;uj)] 
(44a,b,c) 

and note that the inward and outward propagating waves have the same 
amplitude (44b) and opposite phases (44c). 

Using ro = 7.0 x 10^° cm for the solar radius, f̂o = 2.74 x lO^cms"^ for 
the acceleration of gravity at the solar surface, R = 8.31 x lO^cm-^ s~-̂  K~^ 
for the gas constant and T = 1.8 x 10^ K for the coronal temperature, gi­
ves for the exponent (41b) the value u = —4.41. Near the sun the particle 
density is taken to be Âo = 5 x 10^ cm~^, corresponding, for a proton mass 
TTii = 1.67 X 10~-^^g to a mass density po = NQVH = 8.35 x 10~^^gcm~^; for 
an average solar magnetic field b = 12 G, this leads to an Alfven speed of a = 
h^li/A'npo = 1.17 X lO^cms"^ = 1170km/s. At 1 AU, near the earth, the 
particle density Ni = 15 cm~^, mass density pi = NiVfii = 2.5 x 10"-^^ g cm~^ 
and magnetic field strength Bi = 5x 10~^ G, leads to a smaller Alfven speed 
Ai = BiyjI/^Kpi = 2.82 X lO^cms"^ = 28km/s . The geometric mean of 
Alfven speed is thus A2 = \/A^a = 1.82 x lO^cms"^ = 182km/s. The di­
mensionless frequency (42b) is calculated for the reference case of equilateral 
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spirals ^ = 7r/4, by i7o = ^f2/~\i7\ [TQW/a) = 4.23 (ro/ra) = 2.53 x lO^/r, 
in terms of the period in seconds. Considering periods of Alfvenic pertur­
bations in the solar wind up to one day r ^ 24 h = 8.64 x 10^ s leads to 
QQ ^ 2.93 X 10"'^. The values chosen for the dimensionless frequency: 

i7o = 3 X 10-^ 3 X lO 'S 3,3 X 10, 3 X 10^ 3 X 10^ (45a) 

correspond to periods from r ^ 1 day to r ^ 2.53 x 10^/3 x 10^ = 0.84 s. Six 
values are given to the spiral angle 

V̂  = 0,7r/12,7r/6,7r/4,7r/3, 57r/12 = 0°, 15°, 30°, 45°, 60°, 75°, (45b) 

in equal steps of 15°. It follows from Figure 6 (left hand side) that the velocity 
perturbation of Alfven waves in a spiral magnetic field increases rapidly with 
radial distance close to the sun, and then stabilizes, to a larger value for 
higher frequency and larger spiral angle; the phase in Figure 6 (right hand 
side) stabilizes after a few solar radii to a value which is larger for higher 
frequency and larger spiral angle. In figure 6 the velocity perturbation at 
radius r, is normalized (44a) to the value at the solar surface ro, for each 
frequency. The evolution of the spectrum of Alfvenic disturbances from the 
sun {JO~^ outward will be considered subsequently (§ 2.4), after discussing 
another effect, viz. mean flow. 

2.3 Effect of Vertical Mean Flow in a Plane Parallel Atmosphere 

In addition to stratification and multi-fluid effects (§ 2.1), and external 
magnetic fields of varying strength and direction (§ 2.2), Alfven waves in 
the solar wind are affected by the mean flow, which is super-Alfvenic at the 
earth. Before combining the mean flow with spherical divergence and non­
uniform magnetic field (§3), the effect of mean flow is considered for a plane 
parallel atmosphere, under a uniform vertical magnetic field, in the presence 
of density stratification. The total state of the fluid is now assumed to consist 
of a mean state with a steady, non-uniform magnetic field B and mean flow 
velocity C/, upon which are superimposed unsteady, non-uniform magnetic 
field h and velocity v perturbations: 

H{x,t) = B{x) + h{x,t), V {x,t) = U{x) + v{x,t). (46a,b) 

The momentum (4a) and induction (4b) equations are linearized: 

dv/dt + {U •V)v + {v.V) U =- ifi/^Tvp) [BA{VAh) + hA{VAB)], 
(47a) 

dh/dt -V A{U Ah) = -V A{BAv), (47b) 

where the Hall current was omitted in the latter. 
Rather than obtaining general forms of the Alfven wave equation in in-

homogeneous flowing media [50] by elimination between (47a,b), one may 
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Fig. 6. Modulus (left) and phase (right) of velocity perturbation, normalized to 
the value at the solar surface, versus radial distance normalized by solar radius, for 
Alfven waves, propagating along a logarithmic spiral: (top) making an angle 4> = 45° 
with the radial direction, for five values of dimensionless frequency; (bottom) for 
fixed dimensionless frequency i7o = — 3 and five values of spiral angle 

where the Hall current was omitted in the latter. 

Rather than obtaining general forms of the Alfven wave equation in in-
homogeneous flowing media [50] by elimination between (47a,b), one may 
proceed directly to the case of Alfven waves in vertical uniform external 
magnetic field with horizontal and parallel velocity perturbations: 

B = Bcz, v,h = v,h{z,t)e3;, (48a,b) 
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in order to satisfy mass conservation (49b) in the presence of density strati­
fication p (2;), where w = t/" (0) denotes the mean flow velocity at the base of 
the atmosphere. Substitution of (46a,b;48a,b;49a) in the linearized momen­
tum and induction equations (47a,b) leads to 

v + Uv' = {A^/B) h', h + {Uh)' = Bv' (50a,b) 

where dot, prime have the usual meaning (10a), and the Alfven speed (8a) 
was introduced. Careful elimination between (50a,b), taking into account that 
the external magnetic field B is uniform but the mean flow velocity U {z) and 
Alfven speed A [z) are not, leads to 

h + 2 (uh) + [U {Uh)']' - {A^h')' = 0, (51) 

as the Alfven wave equation for the magnetic field perturbation. Thus the 
magnetic field perturbation spectrum (13a) satisfies the differential equation 

(A^ - U^) H" + {2iujU + 2A'A - 3U'U) H' 

+ L^ + 2iujU' - U"U - [U'f] H = 0 (52) 

which simplifies to (16b) in the absence of a mean flow U = 0. 
In order to solve the wave equation (52) it is necessary to specify first the 

coefficients, which depend on the background state. Although the external 
magnetic field is uniform (48a), the mean state is not one of hydrostatic 
equilibrium, because the momentum equation for the mean state: 

dp/dz + pU'U = -pg, (53) 

involves the non-uniform mean flow (49a). For a perfect gas (38a) and uniform 
gravity g = const^ the momentum equation (53), viz.: 

RTp-^dp + UdU = -gdz, (54) 

is readily integrated for an isothermal, flowing atmosphere: 

T {z) = const : (t/^ - u^) /2 + RT log (p/po) = -gz, (55) 

leading from (49b) to the implicit density stratification 

p {z) /po = e-^/^ exp {(uy2RTo) [l - {po/p {z)f^ } (56) 

which would become explicit (17a) in the absence of mean flow u = 0. The 
assumption that the mean flow is of low Mach number (57a) 

1 > u^/2RT = (7/2) {u/cf = (7/2) M^, ĉ  = jRT (57a,b) 
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where the sound speed (58b) was used, allows simplification of (56) to 

p [z) /po = e"^/-^ = u/U {z) = [a/A {z)f (58a,b,c) 

which leads to the profiles of mass density (17a,b), Alfven speed (18a,b), and 
mean flow velocity U {z) = ue^^^ increasing with altitude, to preserve the 
mass flux, in the presence of decaying density. It is clear from the restriction 
(57a) that the atmosphere cannot extend to 'infinity', but it can be shown 
that the condition is met beyond the altitude of the critical layer. 

The critical layer occurs at the altitude such that the Alfven speed (18a) 
and mean flow velocity(58b) are equal: 

A{z^) = U{z^) : z^ = -2L\og{a/u) = -2L\ogN, (59a,b) 

and is a singularity of the wave equation (52), which can be written 

( l - N^e^/^] L^H" + {2iQN + 1 - ?,N'^e^/^\ LH' 

+ (^le-^/^ + 2iQN - 2N^e^/^] H = 0, (60) 

in terms of two dimensionless parameters, namely the Alfven number (61a) 
and dimensionless frequency (61b) 

N = u/a, f2o = ujL/a. (61a,b) 

By means of changes of independent (62a) and dependent (62b) variable: 

C = l-AA-2e-^/-^ = l-e(^*-^^/-^, (62a) 

H {z- u) = C-i/2+i/^ (1 _ ^) z,.2iK {2iK^) , (62b) 

the differential equation (60) is transformed to a Bessel equation with ima­
ginary variable 2iK\fC^ and complex order 1 — 2iK^ which involves only one 
dimensionless parameter 

Kx = f2oN = cuLu/a^ (63) 

which is a combination of (61a,b). 
Since the order of the Bessel function is not an integer, the general wave 

field is a linear combination: 

H{z;u;) = C+H+{z;u;) + C-H-{z;u;), (64) 

where C± are arbitrary constants, of solutions specified by Bessel functions 
of order =b (1 — 2iK)^ viz.: 

H^ (z-u;) ^ C-i/2+i/^ (1 _ Q j^(^_2,^^) {2iK,^) . (65a,b) 
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The critical layer z = z^in (59), corresponds to the origin ( = 0 under the 
change of variable (62a), and thus the wave fields in its neighbourhood are 
specified by limit of the Bessel functions in (65a,b) for small variable 

C ̂  0 : J±n-2iK,) hiK^^) ^ [r (1 ± (1 - 2iKi))]-' (iK^^ 
±{l-2iK) 

(66a,b) 

A-2iK^ 

leading to 

H+ {z; CO) ^ [{iK.y-^"'^' /r (2 - 2iK,^ (1 - C), 

H- {z; u) - \{iKiy^+^'^' /r {2iKi)\ (1 - C) C^+^'^^ 

(67a) 

(67b) 

The variable ( (62a) scales like the distance from the critical layer divided 
by the scale height: 

(={z-z,)/L + 0 ((^ - z,f / L 2 ) , (68) 

and thus one of the wave fields (67a): 

H+ {z; u;) [F (2 - 2iKi)]~^ exp [(1 - 2iKi) log {iKi)], (69) 

is finite, non-zero and non-oscillatory at the critical layer. 
The other wave field (67b) has a singularity at the critical layer like the 

inverse of distance: 

H {z; co) r^ [{z — Z:t>) /L] exp{2iKi log [(2; — 2;^)/L]} , (70) 

and in addition, the second factor causes an amplitude jump across the critical 
layer: 

H {z;u;) r^[{z-z^)/L] ^ exp{2iKi\og[\z - z^\/L]} x \ ^^j^^^ ^^ ^ ^ ^^ 
1 ii z > z^, 

< z^ 
(71a,b) 

where for z < z^ the imaginary part of the logarithm was taken to be —ivr 
and not +i7r. The justification for this [106] is to give the frequency a small 
positive imaginary part a; = cD + ie, to simulate the slow triggering of an 
instability exp (—icjt) = exp (—icDt) exp (et). Noting that a; = /ca, the same 
transformation may be applied to Alfven speed in (62a), viz.: 

a = a + ie : C, = 1 — {a/u) e~^'^ 

- 1 - {a/uf e""/^ - (2me/w2) e""/^ + O (e^) ; (72) 

as the critical layer is approached Im ((̂ ) < 0, justifying Im(log(^) = —iw in 
the second line of (71b). The implication of (71a,b) is that as the Alfven wave 
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crosses the critical layer from below its amplitude is reduced from exp (2X1 vr) 
to unity, corresponding to a transmission factor: 

^1 = e-^^i'^ = e-'^/'^S ooi = a'^/2nLu; (73a,b) 

thus waves of low-frequency compared with (73b) are totally transmitted 
5*1 ^ 1 for a; <C cji, no transmission occurs /Si ^ 0 for a; ^ cji, and partial 
transmission occurs for uj ^ uji. Note that this transmission coefficients ap­
plies to the wave component (70) which is singular at the critical layer, and 
not to the one (69) that is finite there. 

The wave field components which are finite i7"^and singular H~ at the 
critical layer are complex, and thus the amplitudes \H^\ and phases arg {H^) 
are plotted separately in Figure 7 versus distance from the critical layer made 
dimensionless by dividing by the scale height (74a): 

Z ={z-z^)/L; (/>! =u;/u;i = 0.1,0.5,1,2,5,10, (74a,b) 

is a dimensionless parameter, specifying the transmission coefficient Si = 
Q-4>i i]2 (73a), to which six values are given (74b). The wave field which is 
finite i7+ at the critical layer, has an amplitude \H^\ which is (Figure 7, top 
left) smaller for lower frequency, with amplitude oscillations before the critical 
layer for (/> < 2; the amplitude decays with distance, with a steeper slope after 
the critical layer. The phase of the wave field component finite at the critical 
layer arg(i7+) tends (Figure 7, bottom left) to a constant asymptotic value 
after the critical layer; before the critical layer the phase varies more rapidly 
for higher frequency waves, and is negative, implying downward propagation. 
In contrast, the phase of the wave field component which is singular at the 
critical layer (Figure 7, bottom right) is positive arg(i7~) > 0, implying 
upward propagation; the phase in this case is also finite asymptotically and 
varies more rapidly for higher frequency. The amplitude of the wave field 
component which is singular at the critical layer \H~ \ is (Figure 7, top right) 
larger for lower frequencies, both before and after the critical layer; the spread 
of amplitudes is larger before than after the critical layer. 

2.4 Steepening of the Energy Spectrum with Kolmogorov or 
Kraichnan Exponents 

Two processes of reflection of Alfven waves have been demonstrated: (i) 
gradual reflection by gradients of Alfven speed, which may result from density 
gradients (§ 2.1) or non-uniform external magnetic field (§ 2.2); (ii) locali­
zed reflection at a critical layer, which exists in the presence of background 
mean flow (§ 2.3), where the flow velocity equals the Alfven speed. It will be 
shown next that linear process of wave reflection can steepen the energy spec­
trum of Alfvenic perturbations from E ^ a;~^near the sun, to Kolmogorov or 
Kraichnan-type spectra E ^ uj~°' with 3/2 < a < 5/3 farther into the solar 
wind. The simplest way to obtain this result is to consider an Alfven speed 



126 L.M.B.C. Campos et al. 

10" 

10^ 

10' 

10^ 

10° 

10-̂  

10-' 

10"̂  

10-^ 

01 
01 
01 
01 

01 = 
01 --

= 10 / - - ^ \ \ ^ X 
= 5 ^ ^ ^ S c ^ ^ V \ \ 
= 2 ^ ^ ^ ^ > C \ \ ^ 
= 1 ^ ^ ^ ^ \ ^ \ \^ 

=0.5 ^^-^^^ \ y 
= 0.1 N 

-10 -8 - 6 - 4 - 2 0 2 4 

z 

4007r 

3507r 

SOOTT 

2507r 

2007r 

ISOTT 

IOOTT 

SOTT 

0 

\ ^ 
^ / 

\ ^ // 

,01 
/ 01 

V 01 

/ , 0 1 
/ . 0 1 
/ 01 

= 10 

= 5 
= 2 

= 1 
= 0.5 

= 0.1 

-r 
-10 -8 -6 -4 -2 0 

z 

Fig. 7. Modulus (top) and phase (bottom) of velocity perturbation spectrum for 
vertical Alfven wave in a flowing isothermal atmosphere: component of wave field 
which is finite H^ (l.h.s.) or singular H~ (r.h.s.) at critical layer, versus dimen-
sionless distance from critical layer, for five values of dimensionless frequency (f)i 

which varies like a power of radial distance (40a), as was found for Alfven 
waves in a spiral magnetic field (§ 2.3).The same kind of dependence can be 
found for a radial external magnetic field and radial density stratification, 
with mass density varying like a power of radial distance. Leaving the expo­
nent free in the dependence of the mass density p ^ •p-'^-i^ ^m allow later 
some choice in the exponent of the energy spectrum. The neglect of mean 
flow (which will be considered in §3), means tha t the model applies to Alfven 
waves in the solar wind before the critical layer, where the density gradients 
are larger, and thus reflection is stronger. 
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The total state of the fluid is assumed to consist (Figure 8) of a mean state 
at rest under a radial non-uniform external magnetic field, with transverse 

Fig. 8. Spherical Alfven wave, with velocity v and magnetic fleld h perturbations 
along parallels e^, propagating along a radial B external magnetic fleld Cr 

and parallel velocity and magnetic field perturbations along the parallels, 
depending only on radial distance and time: 

H {x, t) = B (r) Er + h (r, t) e^, V {x, t) = v (r, t) e^. (75a,b) 

Substitution in the momentum (4a) and induction (4b) equations yields 

S-©|('^^)-«'f-'|(-™)-°' (76a,b) 

where the Alfven speed (8a) was introduced. Elimination between (76a,b) 
leads to the wave equation for the velocity perturbation of radial one-dimen­
sional Alfven waves: 

B-r) W2 (Brv) = 0. (77) 
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It follows that the velocity perturbation spectrum V {r;uj) for a wave of 
frequency uj at radial distance r: 

/

OO /"OO 

V (r; cu) e-'"^' dw, h{r,t)= H (r; cu) e''"^' dw, (78a,b) 
-co J — CO 

satisfies the ordinary differential equation 

{rB)~^{rBV)"+ rB{u;/Afv = 0 (79) 

where prime denotes derivative with regard to the radius r. 
The coefficients of the differential equation (79) depend on the mean 

state, which is specified next. The Maxwell equation 0 = V • [B (r) e^] = 
r~^d (r^B^ /dr^ implies that the radial magnetic field decays like the inverse 
square of distance (80a) 

B{r) = b {ro/rf , p{r) = po (ro/r)^^' ' , (80a,b) 

and for the mass density (80b) a power law dependence is also assumed, with 
arbitrary exponent, including values 0 < Ĵ  < 1 corresponding to the solar 
wind case. From (80a,b) it follows that the Alfven speed (8a) also varies like 
a power of radial distance (81a): 

A (r) = a (ro/r) ~^' , a = b^/p/Airp (81a,b) 

from an initial value (81b) calculated from the magnetic field strength b = 
B (ro) in (80a) at the solar surface r = TQ. The condition of hydrostatic 
equilibrium (82a) for a radial gravity field (82b): 

— = - p (r) g{r), g (r) = ^o {ro/rf , (82a,b) 

leads to the stratification of gas pressure: 

P [r) - Poo = [pogoTo/ [v + 3)] {ro/rf^'' , (83a) 

where the pressure is constant at infinity Poo for v > —2t] from (83a) and 
(80b) follows a polytropic law for the mean state: 

P {r) -pco = [pogoro/ {v + 3)] [p (r) //)o]^'+"^/^'+"^, (83b) 

with exponent 4/3 < {2t + v) / {2 + v) < 3/2 for the solar wind case 
0 < i ^ < 1. 

Substitution of the background (80a, 81a) in the differential equation (79) 
yields 

r^V" - 2rV' + {cor/a) {ro/rY'^ V = 0 (84a) 
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whose solution can be expressed in terms of Bessel functions: 

V (r; uj) = i?3/2Zi/(4_^) (2l2i?2-^/2/ (2 - v/2)^ , (84b) 

where R is the dimensionless radial distance divided by the solar radius 
(44a) = (85a) and Q the dimensionless frequency (85b): 

R = r/ro, O = TQioja. (85a,b) 

The radiation condition, specifying outward propagating waves at infinity, 
requires the choice of the Hankel function H.^^^ multiplied by an arbitrary 
constant, which is determined from the initial velocity perturbation spectrum 
at the solar surface V (ro;c(;) viz.: 

/ (r/ro) ^ i / l) |4-.) ( 2 ^ ( r / r o ) ' - ^ / ' / (2 - v 12)) , (86a) 

Y (r; u^) = Y (ro; u;) ( r / ro ) ' / ' [/ (r/ro) / / (1)] • (86b) 

This solution will be analyzed next for large and small radii. 
The lengthscale of variation of the background mass density (80b) is pro­

portional to the radius: 

L = -p/ {dp/dr) = -[d (logp) /dr]~^ = {P + 2) r, (87) 

and likewise for the lengthscales of variation of (80a) the strength of external 
magnetic field 2r, and of (81a) the Alfven speed (1 — u) r. Thus the gradients 
of background properties are larger for small radius, i.e. nearer to the sun, 
where the mean flow velocity is still sub-Alfvenic, and stronger reflection 
occurs. The region of stronger reflection of Alfven waves corresponds to small 
variable in (84b), viz.: 

r < ro [212/ (2 - iy/2)]"^/^'""/') = n , / - l2-i/(4-.)^-i/2_ ĝĝ ^̂ ^̂ . 

Note that (88b) corresponds by (86b) to a velocity perturbation (89a): 

T/ (r < n ) - r, AA = V/A - r^/^, (89a,b) 

and hence from (81a) to an Alfven number (81b) which may increase with 
distance 0 < 1^/2 < 1/2, so that non-linear effects could arise at large radius. 
Assuming that the linear approximation (88a) is still valid at large radius, 

r:^ri: f r^ Q-^''^r-^+^'^, (90) 

the velocity perturbation (91a): 

F (r > n ) - ri/2+"/4, N = V/Ar^ ^-1/2+^/4^ (9^̂ ^̂ )̂ 
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leads to an Alfven number (91b) which scales on the radius with exponent 
— 1/2 < —1/2 + v/A < —1/4, so that there is no further growth. 

Concerning the dependence of the energy spectrum of Alfvenic perturba­
tions with distance, the kinetic energy scales initially (88b) like 

E, (r < n ; u;) = ^p \V (r < r, ; u;)|' - ^^-1/(2-^/2) jy ^ro;u;)f = EQ {00). 

(92) 

Bearing in mind that the initial energy spectrum of Alfvenic perturbations 
near the sun has exponent —1 in (93a): 

Eo (co) - uj-\ V (ro; cj) - a;-(i-^/4)/(4-^)^ (93a,b) 

it follows that the initial velocity perturbation (93b) has exponent —1/4 < 
— (j^/2 — 1) / {4 — u) < —1/6. The asymptotic energy spectrum follows from 
(90), viz.: 

E^ = E,{r^ ri;uj) - uj-^ |l^(ro;c^)|' - c^-(6--)/(4--)^ (94) 

and has exponent —3/2 < — {6 — u) / {4 — u) < —5/3, which takes: (i) the 
highest Kolmogorov's exponent —5/3 for 1^ = 1 corresponding to mass den­
sity decaying (81b) like p ^ r~^; (ii) the lowest Kraichnan exponent —3/2 for 
1^ = 0 corresponding to mass density decaying like p ^ r~'^. The preceding 
results are consistent with observations in the solar wind, and show that the 
Kolmogorov and Kraichnan spectra £̂ 00 ^ <^~" with 3/2 < a < 5/3, can 
arise from a linear process of reflection of Alfven waves, starting with an 
energy spectrum £̂ 0 ^ <̂ ~̂  near the sun, as a consequence of a monopole 
external magnetic field B ^ r~^ and a density stratification p ^ j--"^-^ with 
exponent 2 < j^ + 2 < 3 between the square and cube of the inverse of the 
radial distance. It could be argued that this result contradicts the JWKB 
theory that high frequency waves are not reflected, and thus the spectrum 
cannot become steeper as frequency increases; the flaw of the reasoning lies 
with the JWKB approximation, which neglects reflection, and does not ap­
ply asymptotically over many wavelengths. In fact the JWKB theory cannot 
be used to predict asymptotic spectra because (i) it does not apply to low 
frequencies; (ii) it shows that reflection is weak for high frequency waves over 
one wavelength, but cannot be applied over long distances corresponding to 
many wavelengths. The asymptotic spectrum of Alfven waves due to reflec­
tion by gradients in the background medium can be determined only from 
exact solutions, which is exactly what was done in deriving (94). 

The Kolmogorov or Kraichnan spectra of Alfvenic perturbations in the 
solar wind has been interpreted as evidence of MHD or hydromagnetic tur­
bulence, involving a non-linear energy cascade; the preceding result shows 
that the linear process of reflection of Alfven waves in the inhomogeneous 
solar wind is an alternative explanation. The two processes differ not only in 



On the Reflection of Alfven Waves 131 

the former being non-linear and the latter linear, but also in another respect: 
the non-linear energy cascade will lead to Kolmogorov or Kraichnan spectra 
from any initial condition, whereas the linear process of reflection of Alfven 
waves will lead to Kolmogorov or Kraichnan spectra (94) with 0 < Ĵ  < 1 only 
if the initial energy spectrum near the sun (93a) has exponent —1. The two 
explanations for the Kolmogorov or Kraichnan spectra of Alfvenic perturba­
tions in the solar wind are physically distinct, but could be complementary 
[52]: (i) the initial energy spectrum of Alfven waves near the sun (94a) evol­
ves, as a consequence of the linear process of reflection by gradients in the 
inhomogeneous solar wind, which are stronger near the sun, into a Kolmo­
gorov or Kraichnan spectrum (95); (ii) this spectrum is then maintained at 
larger radial distances, when the Alfven waves may have grown in amplitude, 
by a 'turbulence-like' energy cascade, resulting from the non-linear interac­
tion of Alfven waves propagating in opposite directions, as a consequence 
of reflection. Thus the process of wave reflection can lead to Kolmogorov or 
Kraichnan type spectra both at linear and non-linear level. 

The velocity perturbation spectrum (86a,b) is given, in the case j^ = 0 of 
asymptotic Kraichnan energy spectrum, by: 

V{R) ^ V{r- u;)/V{ro- uo) = R'/^H[)1 (OR^) /H[^/^ (12), (95) 

where R is the radial distance made dimensionless by dividing by the so­
lar radius (44a). Substituting (78a,b) in (76b) specifies the magnetic field 
perturbation spectrum: 

H{r; cu) = i{h/uj)rlr-^{d/dr) [r" V (r; uj)] , (96a) 

in terms of the velocity perturbation spectrum (94) leading to: 

H{R) = H{r]u;)/Ho{r;u;) = R^/'^H^^l^^ (OR^) /H^^l/^ (OR^) . (96b) 

Since the velocity (95) and magnetic field (96b) perturbations of outward 
propagating waves are complex, the amplitudes and phases are plotted 
separately in Figure 9, versus the radius; the latter is restricted to i? < 10 
due to the neglect of the mean flow in the background state. The phase of the 
velocity (Figure 9, bottom left) and magnetic field (Figure 9, bottom right) 
perturbations are larger for larger dimensionless frequency (85b), and increase 
radially with radial distance (85a), as could be expected from the arguments 
of f2R^ of the Hankel functions in (95,96b). For large radius f2R^ ^ 1 in 
the sense of (88a), the velocity perturbation spectrum (Figure 9, top left) 
increases like the square root of the radius \V\ ^ R^^'^; since at large radius 
the JWKB approximation holds V/A = H/B^ the amplitude of the magnetic 
field perturbation \H\ ^ |T^|p^/^ ^ R^/'^R~^ ^ i?~^/^ decays (Figure 9, top 
right) like the inverse square root of radial distance, as can be checked from 
(96b). 
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Models Combining Radial Stratification, Mean Flow 
and Monopole External Magnetic Field 

Having considered the separate effects of density stratification and an ion-
electron two-fluid model (§ 2.1), external magnetic field of varying strength 
and direction (§ 2.2), non-uniform background mean flow (§ 2.3) and spherical 
or radial divergence (§ 2.4) on the spectral and spatial evolution of Alfven 
waves, the next step is to combine these effects to simulate physical conditions 
in the solar wind. The simplest model with the essential features could be: (a) 
a radial monopole external magnetic field, which is consistent with Maxwell's 
equations; (b) radial non-uniform mean flow velocity, mass density and gas 
pressure, consistent with momentum balance and conservation of the mass 
flux. The latter two conditions imply tha t the background state is uniquely 
determined by specifying the mean flow velocity as a function of the radius, 
e.g. like a power law U (r) ^ r^. The radial Alfven wave equation for the 
velocity per turbat ion is solved exactly for all frequencies and distances, in 
four cases: (i) uniform flow Ĵ  = 0, leading to the convected Alfven wave 
equation (§ 3.1); (ii) mean flow velocity a linear function of the radius t̂  = 1, 
which adds extra terms to the convected Alfven wave equation (§ 3.2); (iii) in 
both of the preceding cases there is a critical layer, which is excluded (§3.3) 
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in the case of mean flow velocity inversely proportional to the square of the 
radius v = —2, and then a transition level is present; (iv) in the case of mean 
flow velocity proportional to the square root of the radius u = 1/2, which is 
probably closest to the solar wind profile, there is (§3.4) both a critical layer 
and a transition level. 

3.1 One- and Three- Dimensional Alfven Waves in a Radial 
Uniform Mean Flow 

The radial wave equation has been solved for a uniform radial flow [69], 
in terms of Gaussian hypergeometric functions, and a cut-off frequency iden­
tified [17,92,93,117]; the availability of numerical results in the literature [94, 
144,143] suggests that this case is chosen first for exact analytical solution 
for all distances and frequencies. For one-dimensional spherical Alfven waves 
, the total state of the fluid is assumed to consist of a mean state of radial 
steady non-uniform magnetic field B{r) and a mean flow ?7(r), upon which 
transverse and parallel velocity v and magnetic field h perturbations along 
the parallels are superimposed, depending only on time t and radial distance 
r, viz.: 

H{x, t) = B{r)er + h{r, t)e^, V{x, t) = U{r)er + v(r, t)e^. (97a,b) 

Substitution in the momentum (4a) and induction (4b) equations yields: 

dv/dt + Udv/dr = (A'^/B) dh/dr, (98a) 

dh/dt + d (Uh) /dr = d {Bv) /dr, (98b) 

where v, h denote the modified velocity and magnetic field perturbations 
multiplied by the dimensionless radius: 

V, h{r, t) = (r/ro) v, h{r, t) (99a,b) 

and the Alfven speed (8a) was introduced. 
A more general case is three-dimensional Alfven waves, for which the mean 

state is the same as for the one-dimensional case (97a,b) but the transverse 
velocity and magnetic field perturbations may have components along the 
parallels and meridians, and may depend on time t and on all three spherical 
coordinates (r, 6',(^), viz.: 

H{x,t) = B{r)er + h^{r,0,ip,t)e^ + h0{r,O,ip,t)e0, (100a) 

V{x,t) = U{r)er +v^{r,0,ip,t)e^ +V0{r,O,ip,t)e0. (100b) 

Substitution in the momentum and induction equations (4a,b) leads again 
to (98a,b), where v, h now denote the square of the radius multiplied by the 
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radial component of vorticity V Av and electric current V A h = {ATT/C) J , 
viz.: 

V = r^ (V A v)^ = r CSC 0 [d {v^ sin 0) /dO - dve/di^] , (101a) 

h = r'^{y Ah)^=r CSC 6 [d (h^ sin 6) /dO - dhe/d^]. (101b) 

In the case of three-dimensional Alfven waves (100a,b), the angular depen­
dence is specified by spherical harmonics Y"̂™ (^,<^), and the radial depen­
dence is the same (98a,b) as for one-dimensional Alfven waves (97a,b). 

Since the background is steady, the wave frequency a; is conserved, and 
the spectra of the modified velocity and magnetic field perturbations (99a,b), 
viz.: 

/

+ 00 

V,H{r;u;)e-'''Uu;, (102a,b) 

-co 

relate to the spectra (78a,b) of the unmodified velocity and magnetic field 
perturbations in the same way: 

V, H{r; cu) = (r /ro)F, H{r; cu). (103a,b) 

Elimination between (98a,b) in the case of uniform mean flow velocity, leads 
to the convected Alfven wave equation for the velocity perturbation: 

and to an ordinary differential equation, for its spectrum: 

V + UV+{UA^/B) (BV/A^^' +{UA^/B) {BUV'/A^)' = {A^/B) (BV)" 

(105) 

where the external magnetic field B^ Alfven speed A and mean flow velocity 
U appear in the coefficients, and are specified by the background state. 

The conservation of the mass flux: 

p (r) U (r) r"^ = const = PQUVQ , (106) 

implies that a uniform mean flow (107a) corresponds to a mass density (107b) 
decaying on the inverse square of the radius: 

U {r) = u = const, p (r) = po (ro/r) , (107a,b) 

i.e. the j^ = 0 in (80b) and the Alfven speed (81a). Substituting (80a; 107a) 
and (81a with j^ = 0) in (105) leads, for the modified velocity perturbation 
spectrum (102a, 103a) as a function of the (85a) dimensionless radius: 

^{R) = ^ (r/ro) = V (r; cu) = (r/ro) V (r; cu), (108) 
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to the differential equation: 

(1 - N'^R^)^" + 2 {iNf2R^ - 2/R) ^' + {Q'^R^ + Q/R^) ^ = 0, (109) 

involving two dimensionless parameters, namely the dimensionless frequency 
(85b) and the Alfven number (61a). The changes of independent (110a) and 
dependent (110b) variable: 

^ = l + NR=l+ ur/roa, ^ (C) = i?"^ exp {-iK2NR) ^ {R), (110a,b) 

lead to a differential equation: 

e ( l - e ) ! ^ " + (2 + i i ^ 2 - 4 e ) ! F ' - ( 2 + K|) !F = 0, (111) 

where the Alfven number and dimensionless frequency appear only in the 
combination: 

K2 = f2/N'^ = curoa/u^ = {curo/u) {a/u). (112) 

The differential equation is of the Gaussian hypergeometric type [62]: 

e ( l - e ) ! ^ " + [7-(c^ + /5+l)e]!^ '-c^/5!^ = 0, (113) 

with parameters specified by: 

71 = 2 + iK2, ai+Pi= 3, aiPi = 2 + (^2)^ . (114a,b,c) 

The roots of (114b,c) are: 

ai.Pi = 3/2 ± 5 , 2 5 = y i - (K2)^ (115a,b) 

and the change of 5 from real to imaginary specifies the cut-off frequency: 

25 = ^1- {co/co^y, 00^ = co/ {2K2) = w7 (2roa) (116a,b) 

The cut-off frequency (116b) has been discussed in the literature [69,17,91,92, 
117], and separates imaginary or propagating waves uj > uj^ from real or 
standing modes a; < o;̂ . 

The differential equation (109) has a singularity at the critical layer, where 
the mean flow velocity equals the Alfven speed (117a): 

u = A{r2) = aro/r2, r2 = ro-R2 = roa/u = ro/N, (117a,b) 

i.e. at radial distance (117b). Among the six solutions of the hypergeometric 
equation (111)=(113), with variables ^, 1 - ^ , 1/^, 1 ( 1 - ^ ) , ^ / ( 1 - ^) and 1 -
1/^, the latter is the most useful, because it applies over all radial distances: 

V (r; co) = (r/r2) exp {iK2r/r2) {CiVi (r; co) + C2V2 (r; co)} (118) 
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is a linear combination of two wave fields, where the coefficients are arbitrary 
constants of integration. One of the wave fields: 

F i ( r ; u ; ) = [ ( l + r / r 2 ) / 2 ] - ^ / ' + ' ' 

X F (3/2 + 5,1/2 -iK2 + 5-2- 1X2; (r - ra) / (r + ra)), 

(119a) 

is finite at the critical layer: 

s = r/r2 - 1 : Vi (r; cj) = 1 + O (s), (119b) 

where s is the dimensionless distance from the critical layer; the other wave 
field: 

V2 (r; u) = [(1 + r/r2) /2]-''''+'-^/^ (r - ra)- '^ ' '^^ 

X F (1/2 + iK2 -S,-S- 1/2; 1X2; (r - ra) / (r + ra)), (120a) 

is singular at the critical layer, viz.: 

s ^ 0 : T/2 (r; cj) - (1 - r /r2)"^ exp {1X2 log (1 - r /r2)} , (120b) 

i.e. the amplitude varies like the inverse of the distance from the critical layer 
s~^, and there is an amplitude jump: 

exp{iK2 log (1 - r / r a ) } = exp (^^2 \s\) x \_^j^^ .̂̂  ^rVr^ (121a,b) 

where the choice of Im {log(s)} = iw is justified as in (71a,b; 72). The ampli­
tude jump (121a,b) corresponds to a transmission factor (122a): 

5'2 = exp (—î 27r) = exp {—UJ/UJ2) , C02 = u"^/ (vrroa), (122a,b) 

with transition frequency 002 = (2/7r) o;̂  (122b), close to the cut-off frequency 
(116b). The transition frequency (122b) is not very significant, because it 
applies only to the singular component of the wave field (120a), and in that 
case wave transmission is determined by the way the wave field decays on 
either side. Thus (116b) is the relevant cut-off frequency, because it applies 
to all components of the wave fields. 

The wave field (119a), which is finite at the critical layer (123b): 

s = 1 + s = r /r2, go = Vi (r; cu) = se'""' ^ [(1 + s) / 2 ] - ' / ' + ' 

X F (3/2 + 5,1/2 + iK2 + S;2 + 1X2; (s - 1) / (s + 1)), (123a,b) 

is plotted versus (123a) the radial distance r, made dimensionless by dividing 
by the distance r2 in (117b) of the critical layer from the center (Figure 10, 
left-hand side). Concerning the wave field component (120a) which is singular 
at the critical layer, a factor (1 — s) / ( l + s) is inserted: 
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Fig. 10. Modulus (top) and phase (bottom) of velocity perturbation spectrum of 
Alfven wave in an uniform radial mean flow: wave fleld component which is fl-
nite (l.h.s) or singular (r.h.s) at critical layer, the latter with singularity removed: 
both are plotted versus dimensionless distance from critical layer, for four values of 
dimensionless frequency 

g i ( s ) ^ [(1 - s ) / l + s)\ V2 (r; w) = [s/{l + s)] e"^^^^ [(1 + s) /2f''^-^/'-' 

X F (1/2 + 5-iK2, - 1 / 2 + 5- -1X2; (s - 1) / (s + 1)) (124a,b) 

so as to suppress the amplitude singularity (1 — s)~^ at the critical layer 
(120b), also maintaining (1 — s ) / ( l + s) -^ 1 the asymptotic wave field as 
s ^ 00 or r ^ 00; the amplitude jump (121a,b) remains in (124a,b), as can be 
seen confirmed (Figure 10, right-hand side). Since the wave fields (123b, 124b) 
are complex, the modulus and phase are plotted separately. The modulus of 
the wave field component which is finite at the critical layer \QQ\ increases 
(Figure 10, top left) with radial distance more rapidly before the critical layer 
in a way, which is nearly independent of frequency (112); after the critical 
layer the amplitude increases less with distance, or may even decay for larger 
frequencies. The phase of the wave field component which is finite at the 
critical layer arg((5o) varies (Figure 10, bo t tom left) linearly with distance, 
faster for higher frequency, with no distinction before, after or across the 
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critical layer. The wavefield component whose amplitude is singular at the 
critical layer has a phase arg((5i) which is also singular at the critical layer 
(Figure 10, bottom right); the phase variation is larger for higher frequencies, 
and the phase is decreasing before the critical layer, corresponding to inward 
propagating waves, and increasing after the critical layer, corresponding to 
outward propagating waves. The wave field component which is singular at 
the critical layer, after the singularity is removed from the amplitude |(5i |, still 
has an amplitude jump (Figure 10, top right); the amplitude increases rapidly 
as a function of radial distance, before the critical layer in a manner which 
is almost independent of frequency. After the critical layer the amplitude 
decreases with radial distance, and is smaller for higher frequencies; this 
corresponds to the steepening of the wave energy spectrum, which is observed 
for Alfvenic perturbations in the solar wind. This result was obtained in the 
absence of mean flow in §2.4, as a consequence of reflection of Alfven waves 
by density gradients near the sun; it is confirmed here (§3.1) to hold in the 
presence of a mean flow beyond the critical layer, thus applying also to wave 
fields at large radial distances. 

3.2 Exact Solution for Mean Flow Velocity Proportional to the 
Radius 

Although the cut-off frequency (116b) is extensively discussed in the lite­
rature, it may not be too representative, in the sense that it applies only in 
the case (107a) of uniform mean flow, viz. it does not occur for any other of 
the three velocity profiles considered next (§3.2-§3.4). The linearized momen­
tum (98a) and induction (98b) equations may be eliminated for the modified 
velocity perturbation: 

A A/-A A (^ TT^\ - - (^ ^Tj\ ^ 
dt dr J A^ \dt drJ \dt dr J dr 

d_fd_ jjd_\j^^d_ 
dr \dt dr j dr ( 1 + ̂ '̂̂ -̂ '̂  (125) 

Substituting (98b) in the first term on the r.h.s. of (125) yields: 

The convected Alfven wave equation (126) simplifies to (104) in the case 
of uniform mean flow velocity U' = 0. In the case of a mean flow velocity 
proportional to the radius U' ^ 0 = U"^ substitution of (98a) in (126) shows 
that the Alfven wave equation for the (99a) modified velocity perturbation: 

d d \ B (d ^ d \ 52 , „ , 

U'B f d ^ d \ ^_^, 
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has an extra term (on the r.h.s.) relative to the case (104) of non-uniform flow. 
It will be shown next that this extra term eliminates the cut-off frequency 
(116b). 

The conservation of the mass flux (106) implies that a mean flow velocity 
proportional to the radius corresponds to a mass density decaying like the 
inverse cube of distance: 

U{r) = u{r/ro), p{r) = po{ro/rf, (128a,b) 

and hence (80b) to an Alfven speed (81a) with u = 1. Substitution of this 
together with (80a, 128a) in the Alfven wave equation (127) leads to the 
ordinary differential equation 

(^2 _ jj2^^ yu _ 2 [^^^ ^ (^2 ^ 2^2) /r] V' 

+ [u?-iujU/r + Qr-'^A^]V = {), (129) 

for the modified velocity perturbation spectrum (102a). The change of inde­
pendent (85a) and dependent (108) variable leads to the differential equation: 

B? (1 - N'^R^) ^" -2R[2 + iNR^ (12 - iN)] ^' 

+ [Q + QR^{Q-iN)]^ = {), (130) 

involving two dimensionless parameters, namely the dimensionless frequency 
(85b) and the Alfven number (61a). 

The changes of independent (131a) and dependent (131b) variable: 

r] = N'^R^ =u^r^/arl, O {r]) = R'^^ {R) = {ro/r)V {r;u;) (131a,b) 

transform the differential equation (130) to: 

9 (1 - 77) TjO" + 6 [1 - 77 (4 + Ks)] O' -6[1-Ks (5i - K^)] 0 = 0, (132) 

which involves only one dimensionless parameter 

Ks = f2/N = rocu/u, (133) 

combining the dimensionless frequency 12 and Alfven number N. The dif­
ferential equation (132) is of the Gaussian hypergeometric type (113), with 
variable r] and parameters: 

72 = 2/3, a2 = l+ K3/3, 132 = 2/3 + K^/S, (134a,b,c) 

The Alfven wave equation (129) has a singularity where the mean flow velo­
city equals the Alfven speed U = A, i.e. the location of the critical layer is 
specified by the equality of (128a) and (81a with u = 1), viz.: 

U (rs) = A (rs) : rs = TQRS = TQN-^/^ = TQ {a/uf^ . (135) 
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Note that the critical layer r = rs is placed at the point unity 773 = 1 by the 
change of independent variable (131a). 

Among the six solutions of the Gaussian hypergeometric equation (132), 
with parameters (134a,b,c), the most convenient uses the variable 1 — 1/r] > 
— 1 or 77 > 1/2, and thus applies to all radial distances larger than half the 
distance of the critical layer from the centre: 

r > r3/2 : V (r; co) = (r/ro) {C3V3 (r; co) + C4F4 (r; co)} (136) 

and in particular includes the asymptotic limit r ^ 00 and the critical layer 
r = rs. One of the wave fields: 

F (1 + i K3/3,4/3 + iKs/S; 2 + 2^^3/3; 1 - a^r^/u^r^) , (137a) 

is finite at the critical layer: 

s = 1 - {r/rsf : F3 (r; u;) = 1 + O (s). (137b) 

The other wave field: 

X F {-iKs/S, 1/3 - ^^3/3; - 2^^3 /3 ; 1 - a^r^/u^r^) , (138a) 

is singular at the critical layer, 

r ^i-l-iKa/S 
r ^ r 3 : T/4(r;u;) - 1 - (r/rs) , (138b) 

i.e. the amplitude is singular as s~^, and there is also an amplitude jump: 

1 - [r/rs] 
-l-2iK3/3 

exp - {2iKs/3) log 1 - {r/rs] 

exp {- {2iKs/3) log |l - {r/rsf\} x | ^\,^KJ\^^\'' 
rs-

(139a,b) 

The amplitude jump (139a,b) corresponds to a transmission factor and tran­
sition frequency: 

S3 = exp (—21X3/3) = exp {—uj/ujs), 003 = 3c(;/27ri^3 = 3u/2'Kro. (140a,b) 

The transition frequency (140b) in the case of mean flow velocity proportional 
to the radius (128a), may be compared with (124b) for the case of uniform 
mean flow (107a); in the latter but not in the former case there is a cut-off 
frequency (116b). 

The Alfven wave equation for (§3.1) a uniform radial mean flow (104, 
105, 109) and for (§3.2) a mean flow velocity proportional to the radius (127, 
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Fig. 11 . Singularities of the wave equation at the center, inflnity and the critical 
layer, and radius of convergence of the solutions around each singularity, showing 
how they cover the full range of radial distances with overlapping regions 

129, 130) has three regular singularities. These are illustrated (Figure 11) in 
the latter case in terms of four variables, viz. the radial distance r, made 
dimensionless by dividing by the solar radius R in (85a), or j] in (131a) 
or the dimensionless distance from the critical layer s in (137b). The three 
singularities are regular : (i) the solution ^(-R) about the center r = 0, i? = 0, 
^ = 0 or s = 1, has radius of convergence |C| ^ 1 unity, limited by the critical 
layer; (ii) the solution 6>(^) about the critical layer r = rs, R = r s / r o , C = 1 
or s = 0, has radius of convergence unity |?7—1| < 1, limited by the center; (iii) 
the solution 0{l/r]) about the point at infinity r = oo, R = oo,r] = oo,s = 
—oo converges outside the unit circle jl/iyl < 1 or \r]\ > 1, as limited by 
the critical layer. The regions of overlap between the three pairs of solutions 
^,0,0 provide the analytic continuation over the entire range of radial 
distances 0 < r < o o , 0 < i ? < o o , 0 < 7 7 < o o o r —oo < s < 1, of which 
only the part outside the solar radius is physically significant. The wave field 
component which is finite (137a) at the critical layer: 

s = r / r 3 , Q+ = V3{r;u;) 

= s-^F (3/2 + 5,1/2 + iK2 + S;2 + 1X2; {s 
(141a,b) 
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and the wave field component which is singular (137a) at the critical layer: 

Q. =V4{r;co) = s{l - s^)-^-'^^ 

F {-ih/2,1/3 - # 3 ; - # 3 ; (1 - s ' ) ) (142) 

are plotted separating (Figure 12) amplitudes \Q±\ and phases arg((5±)- The 
wave field component which is finite at the critical layer has an amplitude 

Fig. 12. Modulus (top) and phase (bottom) of velocity perturbation spectrum of 
Alfven wave in a radial mean flow with velocity proportional to the radius: wave 
field which is finite (l.h.s.) or singular (r.h.s.) at critical layer, versus radial distance 
made dimensionless by dividing by the distance of the critical layer R = r/r*. The 
plots concern five values of the dimensionless frequency 

\Q+\ which (Figure 12, top left) rises rapidly to a maximum at the critical 
layer, and decays more slowly afterwards in a manner almost independent of 
frequency; the phase of the wave field component which is finite at the critical 
layer arg((5+) is a linear function of radial distance (Figure 12, bo t tom left), 
with slope proportional to the frequency, and unaffected by the critical layer. 
The phase of the wave field component which is singular at the critical layer 
arg((5-) has a phase jump of vr at the critical layer (Figure 12, bo t tom right) 
and a larger variation on either side for higher frequency. The amplitude of 
the wave field component which is singular at the critical layer \Q- \ is almost 
independent of frequency before the critical layer (Figure 12, top right) and 
is smaller for lower frequency afterwards, because of a faster decay after the 
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critical layer. Thus the process of change of the wave spectrum with distance 
starts after the critical layer. 

3.3 Effect of the Transition Layer on the Properties of Alfven 
Waves 

In the case of a uniform mean flow velocity (§3.1) and mean flow velocity 
proportional to the radius (§3.2), the Alfven wave equation is solvable exactly 
in terms of Gaussian hypergeometric functions, because it has three regular 
singularities: the center r = 0, infinity r = oo and the critical layer r = f. 
A change of variable of the type r/f places the three regular singularities 
at 0, l,oo as for the Gaussian hypergeometric equation. For other profiles 
of the mean flow velocity U (r) as a function of the radius the reduction to 
a Gaussian hypergeometric equation is in general not possible, because be­
sides the critical layer there is at least a fourth singularity, viz. a transition 
level. This will be shown by obtaining first the Alfven wave equation for an 
arbitrary profile of the mean flow velocity U (r), and then identifying the sin­
gularities. The linearized momentum (98a) and induction (98b) equations for 
the modified velocity (101a) and magnetic field (103b) perturbation spectra 
yield: 

icoV + UV = {A^/B) H\ (143a) 

H+{UH)' ={BV)'. (143b) 

-lUJ 

-iu) 

Elimination between (143a,b) leads to the Alfven wave equation for the mo­
dified velocity perturbation spectrum: 

{l+iU'/w){l-U'^/A^)V" 

+ [2 [B'/B) (1 + iU'/uj) + 2iuj {U/A^) (1 + iU'/ujf 

-i {U"/uj) (1 - U''/A^)]V' + [{B"/B) (1 + iU'/w) 

- {B'/B) {iU"/w) + U"U/A^ + {w/A^) (1 + iU'/w)]V = 0, (144) 

The vanishing of the coefficient of V " shows that there at most two sets of 
singularities: 

U (r4) = A (r4), U' (rs) = -icu, (145a,b) 

viz.: (i) a critical layer (145a) where the mean flow velocity equals the Alfven 
speed; (ii) a transition level (145b) where the derivative of the mean flow 
velocity takes an imaginary value related to the wave frequency. An important 
distinction follows immediately from (145a,b): (i) the critical layer (145a) 
occurs for real r^ and thus may correspond to a singularity of the wave 
field at real distance, besides limiting the radius of convergence of solutions 
around other points, e.g. the radius of convergence of the solution around 
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ro is |r4—ro|; (ii) the transition level (145b) occurs for complex 'radius' 
rs 7̂  Re(r5), and thus cannot cause a singular wave field at real distance, 
although it can still limit the radius of convergence of a solution about another 
point to jrs — ro|. 

The singularities of the Alfven wave equation will be considered in more 
detail for a mean fiow velocity varying like a power of radial distance: 

U{r)=u{r/roy; (146) 

the conservation of the mass fiux (106) then implies the density stratification 
(80b) and Alfven speed (81a). Substituting these together with the external 
magnetic field (80a) in the Alfven wave equation (144), and using the notation 
(85a, 108), leads to the ordinary differential equation: 

D {R) (1 - N^R''+^) ^" + {2D {R) [-2 + if2NR^D {R)] 

-iv [v - 1) [N/Q) i?^-i (1 - AA2i?^+2)}i?^' 

+{D (R) [6 + n'^R'^-'^D (R)] + 2i (N/O) v{y-\) R""^ 

+i/(i/-l)AA2i?^+2}^ = 0, (147) 

where: 

D{R) = \^iv{Nia)R''-^, (148) 

and two dimensionless parameters appear, namely the Alfven number (61a) 
and dimensionless frequency (85b). The factor (148) specifies the transition 
level, and shows that it does not exist only in two cases, namely uniform mean 
fiow velocity v = ̂  (146), or mean fiow velocity proportional to the radius 
j^ = 1, in which case the differential equation (147) simplifies respectively to 
(109) in §3.1 and to (130) in §3.2. 

In all other cases Ĵ  7̂  0,1 it follows from (148) that the transition layer 
is located at the complex radius: 

D {R5) = 0 : fi = roRi = ro {-iQ/Nvf'^'"'^^ . (149) 

The vanishing of other coefficient oi^" in (147) specifies the location of the 
critical layer at the distance r4 which is the real root of: 

r4 roi?4 = roAA-i/("+i) = ro (a/w)^/^^+"/^^ , (150) 

e.g. (150) leads in the case (§3.1) of a uniform mean fiow u = 0 to r^ = r2 in 
(117b), and for (§3.2) a mean fiow velocity proportional to the radius 1^=1 
then r4 = rs in (135). The only case in which a critical layer does not exist 
is j^ = —2, when the mean fiow velocity (146) decays like the inverse square 
of distance (151a): 

u =—2 : (ro/r) = U {r)/u = A{r)/a, p{r) = po, (151a,b,c) 
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as well as the Alfven speed (81a) = (151b) implying also (80a) = (151c) a 
constant mass density. The Alfven wave equation (147) was solved before 
in the cases (§3.1) of uniform mean flow Ĵ  = 0, and (§3.2) mean velocity 
increasing with radial distance Ĵ  = 1, in which there is a critical layer but no 
transition level; the next case to be considered (§3.3) is a mean flow velocity 
decreasing with distance v = —2, for which there is a transition level (149) 
at: 

-2 : r2 = ro {if2/2N)~^^^ (152) 

and the differential equation (147, 148) simplifies to: 

(1 - N^) (1 + if2R^/2N) B?^" - (1 - AÂ  - Aif2R^/N + f2^R^) R^' 

+ {iQR^ {N + 3/AA) + 2Q'^R^ + iQ^R^/2N} ^ = 0, (153) 

which is of the second-order ioi N ^ 1 and of first order for A/" = 1. 
Note that in the case v = —2 the mean flow velocity and Alfven speed 

(151a,b) are in a constant ratio: 

U (r) /A (r) = u/a = N, (154) 

so that two cases arise: (i) if they are not equal at one point A/" 7̂  1, they 
are not equal anywhere (hence no critical layer exists), and the differential 
equation (153) remains of second-order because Alfven waves can propagate 
in opposite directions with phase speed U {r) ± A (r); (ii) if the mean flow 
velocity and Alfven speed are equal at one point A/" = 1, then they are equal 
everywhere U {r) = A (r), and the differential equation (153) reduces to first 
order: 

N = 1: (2 + iOR^) R^' + (4 - i2QR^ + Q'^R^/2) ^ = 0, (155) 

because Alfven waves can propagate only in the direction of the flow with 
phase speed U {r) + A(r) = 2 A (r) (propagation opposite to the mean flow 
would give zero phase speed U {r) — A (r) = 0 ) . In the case N = 1 oi equal 
mean flow velocity and Alfven speed everywhere, the solution of (155) leads 
to (108) the velocity perturbation spectrum: 

T/5 (r; u)) = V (ro; tj) (r/ro)~^ 

xexp i i7( r / ro)V6 { 2 + ii7(r/ro)^ / ( 2 + i i 7 ) | , (156) 

which scales for small radius like: 

r ^ O : T/5 (r;u;) ^ T/(ro;tj) (r/ro)~ , 

and large radius like: 

r ^ 00 : V5 (r;c(;) ^ F (ro;c(;)exp iQir/ro) /6 

(157) 

(158) 
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Since in the case v = —2 the mean flow velocity (151a) vanishes U ^ 0 at 
inflnity r ^ oo, one may compare with the solution (86a,b) for an outward 
propagating wave in a medium at rest: 

V (r; uj) = V (ro; uj) {r/rof''^ 

X {i/ l ) |4- . ) ( 2 ^ ( r / r o ) ' - ^ / ' / (2 - v/2)) /H[]1_^^ {f2/ (1 - ^/4)) 

(159) 

for large radius: 

r ^ 00 : F (r; a;) ^ F (ro; cj) (r / ro) 

X exp i n {r/rof-'"''^ / (1 - v/A)] ; (160) 

it is clear that (160) scales as (158) for v = —2, viz.: 

u= -2: T/ (r; cj) - T/ (ro; cj) exp hiO {r/rof /3 (161) 

apart from the factor 2/3 instead of 1/6 in the exponential, which is due to 
the presence of mean flow in (158) and absence in (161) for smaller radii. 

In the case u = —2 when the mean flow velocity and Alfven speed are in 
a constant ratio but not equal A/" 7̂  1 , the second order differential equation 
has two singularities, at the origin r = 0 and inflnity r = 00. The transition 
layer (149) limits the radius of convergence of the solution around the centre: 

r < In I : V (r; u) = CQVO (r; u) + CgT/a/s (r; cj) 

which are a linear combination, with arbitrary constants, of: 
CXD 

(7 = 0, 2/3 : K (r; co) = (ro/r) J^a^ (a) [i (O/N) {r/rof 
n=0 

with recurrence formula for the coefflcients: 

ao (cr) = 1 : 6 (1 - AA 2) (n + a) (3n + 3cr - 2) a„ {a) + 

[3 (n + cr - 1) [3 (n + cr - 2) (1 - A^̂ ) - 2 (l - 3N^) + 2 (3 + A^̂ ) 

= 2N^ (3n + 3cr - 8) a„_2 (a) + N^a^s (cr). 

For large radius the linear combination holds: 

r ^ 00 : V {r;uj) = C+V+{r;uj) + C-V-{r;uj), 

with coefflcients C±, of the asymptotic expansions: 

V± (r; u;) = (ro/r) exp | i [12/3 {N T 1)] ( r / ro) ' 

°° 1 f^— 
J2bt{a)[i{f2/N){r/ro;' 
n=0 

(162a) 

(162b) 

ttn-i (cr) 

(163) 

(164a) 

(164b) 
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where the coefficients satisfy the recurrence formula: 

1 : ±6nNbt 

{{±2N - 2 - 3n) [4 (2 -2N^±N)+3{l- N^) (? 

6 ( l - 7 V 2 ) ( n - 7 / 3 ) ( 3 n - 5 ) 6 t 2 -

vmK 
(165) 

In the case N = 1 the leading term of V-^. (r; uj) in (164b) coincides with (158). 
For general N ^ 1^ the leading exponential term of (164b) shows tha t : (i) 
the outward propagating wave V-^. has positive spatial phase for all A/" > 0, 
i.e. travels in the direction of increasing radius; (ii) the inward propagating 
wave V- travels outward if the mean flow is superalfvenic A/" > 1, and travels 
inward if the mean flow is sub-Alfvenic. 

In the case of a homogeneous medium (151c) when the mean flow velocity 

II 

/G±ix) 

-2I 0' 

X2 = -2 i 

Ax)/ 

I ^/ 
\ G±(l/x) 

\ 00 

J Mx) 

^ ^ 0 0 

Fig. 13. Singularities of the Alfven wave equation in a radial mean flow with ve­
locity decaying like the inverse square of the radius. The transition layer on the 
imaginary axis limits the radius of convergence of the solution around the center, 
but does not limit the region of validity of the asymptotic expansion about inflnity 

(151a) decays like the Alfven speed and hence their ratio is constant (154), 
the three singularities of the Alfven wave equation (153) are (Figure 13), the 
origin r = 0, the point at inflnity r = 00 and besides, there is the transit ion 
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layer at imaginary distance (152). The variable (166a) in the solutions (162b): 

CXD 

X = i{0/N)R^ = iujr^/url, K = R^a^ (cr) x''^'', (166a,b) 
n = 0 

places the transition layer (152) at X2 = —2 ,̂ so that the radius of convergence 
of the solutions (166b) is two | % |< 2, in contrast to the radius of the solutions 
(164b) about the point at infinity which is infinite | % |> 0 or | 1/x \< oo, i.e. 
determined by the singularity at the center and unaffected by the transition 
layer. The two solutions (166b) are plotted (Figure 14) in the form: 

G+{\ X I) ̂  R-'Vo{\ X I) = E « - (0) I X r , (167a) 

CXD 

G.{\ X I) ̂  R-'Vys{\ X I) = E « - (2/3) I X r + ' / ' , (167b) 

SO as to appear as real functions of | % |; substitution of % = i | % | would 

•A. 
0.00 0.25 0.50 0.75 1.75 2.00 0.00 0.25 0.50 0.75 

Fig. 14. Velocity perturbation spectrum of Alfven wave in a radial flow with mean 
velocity decaying like the inverse square of the radius. Wave fleld component which 
is singular (top) and vanishes (bottom) at the center, normalized to value at re­
ference radius r = ro, versus radial distance made dimensionless by dividing by 
the reference radius R = r/ro- The plots concern flve values of the dimensionless 
frequency 

specify the real and imaginary parts of the wave fields. The first field (167a) 
is weakly dependent on the variable | % | in (166a), except for an increase 
for small | x I cind larger Alfven number. The second wave field (167b) again 
shows a weak dependence on | % |, except for Alfven number closer to unity 
A/"-̂  = 0.9 — 1.5 OT N = 0.95 — 1.22. It follows that stronger interaction 
between Alfven waves and the mean fiow occurs for Alfven number close to 
unity, suggesting that the transition level is a less important feature than the 
critical layer. Thus the latter is reconsidered in a final section ( §3.4), using 
the mean fiow velocity profile which approaches closely to that in the solar 
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wind; the solution of the Alfven wave equation can be obtained in this case 
with similar methods to §3.1-3.3, leading to series expansions that are more 
complicated than for the Gaussian hypergeometric case, i.e. the recurrence 
formulas for the coefficients are no longer simple, but rather multiple, viz. up 
to n — 3 in (163) and n — 9 in (190). 

3.4 Wave Transmission at the Critical Layer and Modification of 
the Wave Fields 

The last case to be considered is perhaps the most representative of the 
solar wind, with j^ = 1/2 , the mean flow velocity (146) increasing like the 
square root of the radius: 

U{r) = U^VJTQ, P (r) /po = (r/ro)~^/^ , A (r) /a = {ro/rf^^ , (168a,b,c) 

and hence the mass density (80b) = (168b) and Alfven speed (82a)=(168c). 
This case, like all others except u = 0 ,1 , -2 , combines the transition level 
(149) = (169a) and critical layer (150)=(169b): 

rs = ro {2if2/Nf/^ , rg = ro {a/uf^^ . (169a,b) 

In order to specify the mean state in a self-consistent (106) manner: (i) the 
external magnetic field (80a) is specified by Maxwell's equation 0 = V • 
{B (r) Br) = r-'^d (r'^B) /dr; (ii) the mean flow velocity may be chosen at will, 
e.g. (146), but then it specifies the mass density through mass conservation 
(80b); (iii) the latter together with the external magnetic field specify through 
(8a) the Alfven speed (81a); (iv) the gas pressure satisfies the momentum 
equation for the mean state, viz.: 

dp = pUdU — pgdr, (I'̂ 'O) 

bearing in mind that the external magnetic field is force free and the radial 
gravity field is given by (82b). 

Substituting (80b, 146, 82b) in (170) specifies the gas pressure: 

p{r) = Poo + [po9oro/{p + 3)] {r/ro)"^^ - [pov?v/{v - 2)] (r/ro)^""", 
(171) 

where Poo = p(oo) is the gas pressure at infinity for —3 < Ĵ  < 2. The case 
(§3.1) of uniform mean flow velocity: 

V = {): p{r) -poo = {pogoro/2,) {r/rof = {pogoro/3) {p{r)/pof^'^ , (172) 

corresponds to a polytropic law with exponent 3/2. The case of mean flow 
velocity proportional to the radius leads to the gas pressure: 

u = 1 : p{r) -poo = {pogoro/A) (r/ro)^ + pou^ (r/ro), (173) 
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and the case when there is no critical layer to: 

V = -2: p{r) - Poo = Po^o^o (ro/r) + {pou^/2) {ro/rf . (174) 

In the present case the gas pressure is given by: 

v = l/2: p{r) -poo = {2po9oro/7) ( ro / r ) ' / ' + (pou^S) {ro/rf^ . (175) 

These representations concerning the background state are self-consistent but 
simple, so as to make possible the solution of the differential equation (147, 
148), which is simplified by the changes of independent (176a) and dependent 
(176b) variable: 

^ = ^/R= (r/ro)^/^ , G{§)=^ {R) = {r/ro) V{r; cj), (176a,b) 

leading to: 

{^ + iN/2n) (1 - N^^^) §'^G" + [-UN/Q - S-̂* (3 + A^̂ -̂ '̂ ) 

-iN^'d^/2f2 + Aif2N'd^]'dG' + {Af2^'d^ + AiNm'^ 

-2 N^'d^ + 24^ + 10iN/f2)G = 0 (177) 

involving as dimensionless parameters the Alfven number (61a) and dimen-
sionless frequency (85b). 

The vanishing of the coefficient of G" shows that the differential equation 
(177) has eight regular singularities (Figure 15), viz.: 

'6'o = 0, ^3 = oo, '6'2 = -iN/2n = -iuj (2rou;) = V^s/ro, (178a,b,c) 

the center (178a), the point-at-infinity (178b), the transition level (178c) = 
(169a), plus five other regular singularities 

^1,4,5,6,7 = ^AA-2/5 = (a/w)"/' |l,e±^2V5^g±i47r/5| ^ (I79a-e) 

of which only one is real, viz. f̂ i = (w/a) ' = ^/re/ro the critical layer 
(169b) = (179a). The five singularities (179a-e) lie on the vertices of a regular 
pentagon of radius in a circle of radius A/""-̂ /̂ ; since the side of the pentagon 
is larger than the radius (which is equal to the side of a regular hexagon), 
the two singularities closer to the critical layer '(?4,'(?5 are farther than the 
origin \d^ — f̂ i] = jf̂ s — f̂ i] > N~'^l^ = f^i. Also, the transition level is on the 
imaginary axis (178c), so the range of radial distances 0 < r < oo is covered 
by three overlapping pairs of solutions, viz., below the critical layer I'd] < f î, 
above the critical layer jf̂ j > -di and around the critical layer jf? — f̂ ij < -di. 

Taking as example the solution around the critical layer suggests the 
change of variable: 

s = 1 - ^/^^ = 1 - N-'^/^^ = 1 - {a/uf^ (r/ro)^/^ , (180a) 

(r/ro) V (r; u;) = ^ (r/ro) = G [^/VJn) = J ( l - {a/uf'' ^fTJV^ , 

(180b) 
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A Im(i^) 

F / Re(i^) 

Fig. 15. Eight singularities of the Alfven equation in a radial mean flow with velo­
city proportional to the square root of the radius, showing that the solutions around 
the center i?o = 0, critical layer i?i, and inflnity i?3 = oo, cover all radial distances, 
and their radius of convergence is not affected by the singularity at the transition 
layer i?2 

which leads to the differential equation: 

2 

J2 '"^^rnis) <rj/ds^ = 0, (181) 
?T2=0 

where the critical layer s = 0 in (180a) is a regular singularity [66] , because 
the polynomial coefficients: 

jo{s) = (1 - s)2 [1 - s + i/ (2K4)] (5 - 10s + lOs^ - 5s^ + s^) , (182a) 

j i ( s ) = (1 - s) [4i/K^ + 9(1 -s) + (i/K^) (1 - sf + 3(1 - sf - 4iK^{l - sY] , 
(182b) 

J2{s) = s \lOi/K^ + 24(1 - s) - 2(1 - sf + 4^X4(1 -sY + 4 [K^f (1 - sf , 

(182c) 

which involve only one dimensionless parameter: 

K4 = I2AA-^/^ = {rooo/a) {u/a)~^'^ = roc^a^/^w-^/^ (183) 
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are analytic at s = 0: 

jo,o = jo(0) = 0, ji,o = ji(0) = 12 + 5Vi^4 - 4iK4, (184a,b) 

J2,o=J2(0) = 5 + 5^2X4. (184c) 

Note that the polynomials (182a,b,c) in the coefficients of the differential 
equation (181) are of degree nine: 

9 

m = 0,1, 2 : jm{s) = ^jm,qS'^, (185) 
q=0 

in the case u = 1/2, whereas in the cases u = 0,1 of solution in terms of 
Gaussian hypergeometric functions (§3.1, 3.2) the polynomials in the coef­
ficients (111, 132) were at most of degree two; for the case j^ = —2 in §3.3 
the polynomials in the coefficients of the differential equation (153) were of 
degree nine, but actually much simpler than (182a,b,c), viz. in (153) they are 
cubics of i?^ ^ X in (166a). 

The method of solution of the differential equations (111, 132, 153, 183) 
is the same, viz. since the critical layer s = 0 is a regular singularity of the 
differential equation (181), a solution exists as a Frobenius-Fuchs series [78], 
with radius of convergence determined by the nearest singularity of (178a,b,c; 
179b,c,d,e), viz. the origin: 

CXD 

|s| < 1 : J{s) = ^d„(cr)s '"+", (186) 

where the index a and the recurrence formula for the coefficients dn{<y) are 
to be determined. Substitution of (185, 186) in (181) yields: 

2 9 00 

0 = ^^3n,q J2 ^n((7)s"+"+'^(n + a)(n + a - l)...(n + a - m + 1) 
n = 0 q =0 ?2=0 

CXD CXD 2 

n = 0 ?2=0 ?T2=0 

X (n + c r -1 -g ' ) . . . ( n + c r - g ' - m +1) ; (187) 

equating to zero the coefficients of powers of s, leads to the recurrence formula 
for the coefficients: 

9 2 

0 = ^dn-q{a) ^ jm,q{n + a - q){n + a - q - l)...(n + a - g - m + 1) 
q = 0 ?T2=0 

(188) 
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Setting n = 0, and noting that 0 = d-i {a) = d-2 {o) yields the indicial 
equation: 

n = 0 : 0 = do(cr)[jo,o + (n + cr)ji,o + (n + cr)(n + cr - l ) J2 ,o] . (189) 

Since do (a) ^ 0, otherwise by (188) dn (cr) = 0 for all n, resulting in a trivial 
solution J{s) = 0 in (186), the indices a must be the roots of the binomial 
in square brackets in (189), viz.: 

0 = cr {5cr [1 + i/ (2K4)] + 13V (2^4) - 4^X4} , (190) 

where (184a,b,c) were used. The first root a = 0 of (190) corresponds (186, 
180b) to the wave field: 

CXD 

Vj{r-uj) = {ro/r)J2dn (0) ( l - 7 ^ ) " , (191a) 

which is finite at the critical layer 

do (a) = 1 : V7{ri;u;) = ro/n. (191b) 

The second root a = —1 — MK^/b corresponds to the wave field: 

,^2^ / / \ 72-1-4^/^4/5 

V8{r;co) = {ro/r)J2dn ( -1 - (4^/5) i^4) ( l - V^i) , (192a) 

which is singular at the critical layer: 

r ^ r i : Vgir; u;) - f 1 - ^/r/rA exp | - (AiK^/b) log (l - ^/r/rA | , 

(192b) 

and has a phase jump: 

exp | - (4^X4/5) log (1 - y ^ ) } 

exp I — {AiK^ /5) log 1 — y r / r i > 1 if r < r i , 
"1, 

(193a,b) 

• g •* . , . V 4 / o ^ j J- ^ J--^ -An K4 /5 if r > 

corresponding to a transmission factor and transition frequency: 

5*4 = exp {-UK^ /5} = exp (-CJ/CJS) , (194a) 

ujA = SOJ/ATTK^ = (s/47r) rQ^a'^/^u'^/^, (194b) 

which can be compared with (140a,b) for j^ = 1 in §3.2, and (122a,b) for 
j^ = 0 in §3.1, and (73a,b) in §2.3, which are other cases in which a critical 
layer exists. 
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The general wave field is a linear combination of (191a, 192b) viz.: 

V (r; w) = C7V7 (r; u) + CgFg (r; u), (195) 

where the arbitrary constants of integration correspond to C7 = do{0) and 
Cg = do{—l — 4^X4/5), that is why do {a) could be set to unity to make 
(191a, 192b) unique. In the literature it is usually assumed that the wave 
field is finite at the critical layer Cg = 0, and the remaining constant of 
integration C7 is determined from one boundary condition, e.g. the initial 
velocity perturbation spectrum at radius r = ro, viz.: 

C7 = V{ro;u;)/V7{ro;u;), (196a) 

which would lead to resonances if frequencies u) exist for which V7 (r; a)) = 0. 
The choice of V (r; uj) = C7V7 (r; uj) may not satisfy a radiation condition at 
infinity, that waves have to propagate outward as r ^ 00. The imposition of 
a radiation condition at infinity r ^ 00, specifies a relation between C7 and 
Cg in (195), so that only one boundary condition of the type 

V{ro;u;) = Vo{u;), (197a) 

is needed to determine the constants of integration. The constants of inte­
gration may be determined by two boundary conditions, e.g. (197a) and 

V{ri-u;) = Vi{u;), (197b) 

in which case the wave field is specified for ro < r < r i , e.g. between the 
sun r = ro and the earth r = r i , and the radiation condition as r ^ 00 
is no longer relevant. In the case (197a,b) the wave field would be generally 
singular at the critical layer; this is not surprising since the critical layer is a 
resonance of a linear, undamped system. The inclusion of either damping or 
non-linear effects would limit the wave amplitude at the critical layer. 

The wave field components which are finite (191a) at the critical layer 
are: 

s = 1 - y ^ , Ms) = V7{r;u;) = (1 - s ) - 2 ^ d „ ( 0 ) s " , (198a,b) 

and singular (192a) at the critical layer 

CXD 

Ms) = sV8{r;co) = s-^'^^'/^l - s ) - 2 ^ d „ ( - l - 4iK4/4)s", (199) 
n=0 

are plotted in Figure 16, separating amplitudes and phases for several values 
of the parameter a = QN~'^/^. The wave field component which is finite 
at the critical layer (198b) has an amplitude | Jo| which decreases smoothly 
through the critical layer (Figure 16, top left) and is almost independent of 
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Fig. 16. Velocity perturbation spectrum of Alfven wave in a radial mean flow with 
velocity proportional to the square root of the radius. Modulus (top) and phase 
(bottom) of the wave fleld component which is flnite (l.h.s.) or singular (r.h.s.) 
at critical layer, the latter amplitude singularity removed. Both are plotted versus 
radial distance from critical layer made dimensionless by dividing by radius at 
critical layer. The plots concern flve values of the dimensionless parameter a. = 
QN~ '^ combining the dimensionless frequency (84b) and Alfven number (61a) 

frequency and Alfven number. The phase of the wave field component which 
is finite at the critical layer arg(Jo) varies more rapidly for larger frequency 
and smaller Alfven number (Figure 16, bo t tom left) and has a minimum near 
the critical layer, implying tha t waves propagate inward before the critical 
layer and outward after the critical layer. The phase of the wave field com­
ponent (199) which is singular at the critical layer arg(J2) also corresponds 
(Figure 16, bo t tom right) to inward propagating waves below the critical 
layer and outward propagating waves above the critical layer, although the 
phase is now singular at the critical layer. Concerning the amplitude of the 
wave field component which is singular at the critical layer (192a), insertion 
of the factor s in (199) for J2, eliminates the singularity s~^ in (192b) for 
the amplitude IJ2I in (199), but still leaves the phase jump (193a,b), viz. (Fi­
gure 16, top right) the amplitude is almost independent of the dimensionless 
frequency and Alfven number before the critical layer, and has a larger jump-
type decay across it for larger frequencies. This shows tha t : (i) the process of 
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change of the spectrum of Alfvenic perturbat ions with distance starts at the 
critical layer, as the mean flow velocity exceeds the Alfven speed, and con-
vects reflected waves outward; (ii) as the mean flow velocity becomes more 
superalfvenic, the amplitude is reduced more for the higher frequencies, lea­
ding to a steepening of the wave energy spectrum, as observed in the solar 
wind. 
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Relativistic Alfven Solitons 
and Acceleration of Cosmic Rays 
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Universitaire de France 

Abs t r ac t . The environment of compact objects of astrophysics contains a rela-
tivistic plasma that is often confined by a magnetic field. Magnetic disturbances 
of those plasmas have specific properties that are presented in this paper. Non­
linear dynamics are different in a pair plasma and in proton dominated plasma. 
The nonlinear disturbances of Alfven type are interesting to accelerate relativistic 
particles and the extension of Fermi acceleration to a relativistic plasma as an acce­
lerating medium turns out to be far more efficient than in a non-relativistic plasma. 
If it happens in Nature, as suggested by some observations, a head on collision of 
relativistic Alfven solitons is a very efficient event to accelerate cosmic rays. 

1 Introduction 

The environment of compact objects of astrophysics, such as galactic black 
holes, extragalactic black holes in Active Galactic Nuclei, neutron stars etc., 
contains a relativistic plasma revealed by the high energy radiation. They 
are often in relativistic expansion and magnetically confined, so tha t their 
magnetic disturbances manifest as waves and fronts propagating at relativi­
stic velocity. Mostly incompressible because less damped than magnetosonic 
waves, they can be considered as a relativistic generalization of Alfven wa­
ves; they are indeed fully electromagnetic because the displacement current 
is unavoidable. 

The nonlinear behaviour of these relativistic fronts is an interesting and 
useful topic to understand the energetics of those environments, especially 
to understand how the magnetic field, concentrated by gravitation, allows to 
convert a fraction of the gravitational power into very high energy radiating 
particles. This investigation was opened recently (Pelletier and Marcowith 
1998, hereafter PM) and the nonlinear dynamics turns out to be different for 
an electron-positron pair plasma and a proton dominated plasma. Particle 
acceleration in such relativistic plasmas is promising, for it is much more 
efficient than in a non-relativistic plasma as usually considered in the theory 
of Fermi processes. 

The kinetic theory associated with these waves and solitary waves will 
be briefly presented. It is two-fold; on one hand high energy cosmic rays are 
accelerated by being resonantly scattered in the waveframe and it corresponds 
to a kind of synchrotron-Landau damping; on other hand, when the pressure 
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of the relativistic plasma is close to the magnetic pressure, because of a 
degeneracy of the waves, intense compression effects are generated by the 
magnetic pressure of the Alfven waves, then there is an important generation 
of a parallel electric field also contributing to particle energization. 

2 The Nonlinear Relativistic Wavefront 

The general Alfven velocity is defined by (see PM): 

V. = J—— , (1) 

where e is the internal energy-mass density, P the plasma pressure and Pm 
the magnetic pressure. In non-relativistic plasmas, e c:± pC"^ and is usually 
much larger than Pm and one has V-_t C^VA = BO/A/MOP- In ^n ultrarelativistic 
plasma, e c:^ 3P and 

K = ^ , (2) 

so that the propagation velocity is relativistic for a confined plasma that 
has P < Pm, since KH is larger than the relativistic sound velocity C / A / 3 . 

A degeneracy occurs at pressure equipartition since the Alfven and fast ma-
gnetosonic waves propagate at the same speed than the sound waves (slow 
magnetosonic waves) along the magnetic field. 

Linear waves are of course well known, but the localized nonlinear re­
lativistic waves, in particular relativistic solitons, are not well known. Such 
relativistic fronts has been recently studied (PM). It was argued that their 
dissipation by resonnant interactions would lead to an efficient acceleration 
process, but the kinetics of suprathermal particles in these fronts was not 
adressed. In this section, the main properties are recalled and their deriva­
tion are indicated without entering in the technique of the so-called "reductive 
perturbation expansion"; some results are even indicated as non-perturbative 
results to stress their robustness. 

Another important aspect of the kinetic corrections of these solitons is 
their modification as relativistic collisionless parallel shocks. The concept of 
coUisionless parallel shock is not obvious, but unavoidable in astrophysics, 
especially in relativistic jets and gamma ray bursts. The following approach 
allows to make this concept precise. 

2.1 Inertial Effect in a Cosmic Ray Plasma 

Localized nonlinear wavefronts often result from a balance between nonli­
near steepening (wave braking) and dispersion, which built solitons or solitary 
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waves. In standard MHD, the waves are not dispersive and a dispersion ef­
fect is obtained at small scale by taking account of the inertial correction 
(often called "Hall effect"). The relative size of the correction for a mode of 
wavelength A is of order of ro/A, where ro = VAJ'-'Jci- Cosmic rays that have 
Larmor radii much larger than ro couple to the MHD of the thermal me­
dium through resonant interactions with MHD waves. However, in a plasma 
containing proton cosmic rays, for large scale dynamics, more cosmic rays 
participate to the MHD and the radius ro is replaced by an energy depen­
dent radius r* that can be much larger than ro (PM). It could be thaught 
that r* is simply ro multiplied by the averaged Lorentz factor of the cos­
mic ray population, 7 = < e > j'mc?. This is the result that is found with a 
multi-fluid description. But the evaluation from kinetic theory (with Vlasov 
equation) gives a different estimate: r* = (< 7^ > /7)ro. 

So for a given magnetic fleld, a relativistic plasma, because of its content 
of particles with high relativistic mass, has a much larger inertial effect. 
The inertial effect is described with the generalized Ohm's law which, in 
relativistic MHD, reads: 

Fy.^u'' = nJ^ + —F^,r . (3) 

The general dispersion relation of Alfven waves, including relativistic po­
pulations and inertial effects has been derived in (PM): 

-'(i + E^^(i±^«H))-^i^' = o; (4) 
a 

where e^ is the energy-mass density of the population labeled by " a" (thermal 
or relativistic electrons, thermal or relativistic protons) and P^ the pressure; 
the signe ± relates to right or left polarisation. For a non-relativistic popu­
lation, the inertial correction reads: 

Xa{(^) = sgn{qa) , (5) 

where ujca is the cyclotron pulsation; of course the dominant contribution 
comes from the proton population (the heaviest). For relativistic populations, 
the ffuid theory leads to Xa{^) = sgn{qa)'juj/ujca whereas the kinetic theory 
with Vlasov equation leads to the correct result: 

XaH = sgn{q^)^^ — — . (6) 

Remark that the inertial effect vanishes at this order for a pure electron-
positron plasma and the next order corrections need to be taken into account 
(as done in PM). Relativistic plasma dominated by the electron component 
(i.e. more massive than the protons) can also been envisaged in some situa­
tions. Note also that the cosmic rays can dominate the inertial effect even in 
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a non-relativistic plasma like in the interstellar medium or in stellar winds, 
because even if the cosmic rays have a negligible contribution to the mass 
(n*7 <C rith, n* being the numerical density of relativistic protons, and nth 
the numerical density of thermal protons), they can bring the major contri­
bution to the inertial effect if n* < 7^ > / 7 ^ nth- At scales between T-Q and 
r̂ t, cosmic rays are not coupled to MHD, they participate at scales beyond 
r\_ and a modification of the propagation through the dispersive effect stems 
from passing to this new dynamical regime. But in this paper, only a plasma 
dominated by the relativistic protons is considered. 

The fact that the cosmic rays produce an inertial scale r* ' - - ' (< 7^ > 
/7)ro much larger than the usual one (ro) is of great importance, because 
it is capable to maintain localized large perturbations at observable scales. 
Also shocks giving entropy to the cosmic ray population cannot have a front 
width smaller than this scale r*, and they can also display oscillations due 
to the inertial effect. Thus a typical time scale (lower bound) for this MHD 
is T* = n / V ; = Tg{< 7^ > /7) . 

One exemple of localized nonlinear perturbations is the well-known fa­
mily of MHD solitons (Mjolhus 1976, Kaup and Newell 1978, Robertsl985). 
In those solitons, the nonlinear steepening of the wavefront is balanced by the 
inertial dispersion effect. Strictly speaking, it is difficult to assert that there 
are such MHD solitons in Nature, because it is an ideal concept based on fully 
integrable conservative PDEs. So when excitation and dissipation are taken 
into account, there are no more solitons but solitary waves, that do not have 
the same stability properties than ideal solitons. Anyway it is interesting to 
start with a soliton solution of a problem and then to introduce corrections 
in order to describe a more reallistic localized nonlinear wave, even possibly 
some kind of shock. In the purpose of cosmic rays acceleration, the emphazis 
is more on nonlinear relativistic fronts rather than on ideal solitons, espe­
cially when they collide. Ideal solitons are not affected by collisions, but of 
course real solitary waves are affected by collisions, mostly because of the 
dissipative effects, but often not completely destroyed when the dissipation 
remains smooth. 

2.2 Relativistic MHD 

Relativistic fronts are studied with the relativistic MHD; by "relativistic 
MHD", I understand a fluid description of fully electromagnetic disturbances 
such that the electromagnetic interaction with matter is mostly magnetic in 
the rest-frame of each disturbance (delocalized or localized, forward or back­
ward wave). I consider only fronts that have a thickness smaller than their 
transverse size; thus I will analyse ID relativistic dynamics only. The ID re­
lativistic MHD-system is written for the 4-specific momentum (M'-', M ,̂ M ,̂ M^) 

(the velocity times the Lorentz factor of the flow, also called "unitary 4-
velocity"), coupled with the transverse electromagnetic wave described by its 
reduced magnetic component b : (61, 62); the transverse flow is described by 



164 G. Pelletier 

u^ : (M^,M^) and the longitudinal flow due to compression is M = M^, and 
W° = (l + w2 + u i )V2. 

In the front-frame, u = u^, + u with u^, = —7*/3* for a forward front, 
the compression is supposed either quasi static (off equipartition) or a wave 
(close to equipartition) calculated at second order in u, the system reads 

• Parallel motion: 

8 dp 
-u°Pdtu + (1 - 2u^) — d,u + P„5,|6|2 = 0 . (7) 
.5 OU 

• The transverse motion: 

2u°Pdtnx_ + 2a,(MPu^) = P„AJ3 • (8) 

• Generalized transverse Ohm's law: 

u^ = uh — aOx X dxh — Vmdxh . (9) 

The system is closed by inserting a barotropic law P{u). In this frame, because 
the magnetic pressure increases the velocity when P < Pm, and decreases it 
when P > Pm (see later on), solitary waves exist only for |6p < 1. It is 
therefore suitable to calculate the solitary wave in a perturbative theory, 
even if they can still exist for an amplitude 6o > 1 but close to unity. 

A localized wavefront undergoes an exponential decay, and some results 
can be derived from the asymptotic conditions at the linear approximation. 
The asymptotic solution is of the form, that involves four parameters a priori: 

b = 6oe^"'^' [eicos{Ky - Qt) ± e2sin{Ky - i7t)] . (10) 

with y = X — vt. Two relations can be found between these parameters: 

7*^ = -2aoK , (11) 

that relates K with the nonlinear modification of the soliton velocity; and the 
nonlinear oscillation is related to the width (a) and the nonlinear velocity (K) 
such that 

7*I2 = ao(a^+K^) , (12) 

where ao = a/7*/3*. 
However the relation between the width and the velocity with the ampli­

tude is derived from the nonlinear theory. Off equipartition, the reductive per­
turbation expansion method allows to derive the relativistic DNLS-equation 
from the previous system. The properties of the DNLS-equation and its soli-
tons are summarized in the next subsection. 



Relativistic solitons and cosmic rays 165 

2.3 Relativistic DNLS Equations and Properties 

The simplest nonlinear equation is obtained by a perturbative method 
when off equipartition. The nonlinear compression u is of order of |6|^ in the 
front-frame. This is the relativistic version of the so-called DNLS-equation 
(Derivative NonLinear Schrodinger equation): (Mjolhus 1976, Mio et al. 1976): 

7*9*6-7^5, |6|26 + «ao526 = 0 . (13) 

The coefficient ao = \(i1-^1- which equals to 2/3 at equipartition. But the 
most important coefficient is (5: 

. . . ^ ^ ^ ^ ; (14) 
3 P 

it measures the deviation to equipartition, and a = +1 for forward propaga­
tion, — 1 for bacward. This equation has been intensively studied (Kaup and 
Newell 1978, Mjolhus 1978, Spangler and Sheerin 1982, Kennel et al.l988), 
for it is one of the most famous exemple of soliton equation. The solitons 
have a width ^ inversely proportional to the square of their amplitude, an 
exponential decay of their envelope: 

a = C&o- (15) 

They do not propagate at the same speed; a nonlinear shift of their velocity 
proportional to the square of their amplitude, so that the larger solitons run 
faster than the weaker: 

« = C'&o • (16) 

There exists a simple relation between the order one numbers C, and C^, (' 
being bounded beetween two values. They can cross each other and have 
head on collisions without destroying themselves as long as dissipation effects 
are neglected. These soliton properties are interesting for some astrophysical 
phenomena. For instance, the GRBs light curve and afterglow (Meszaros and 
Rees 1997) is explained if the relativistic expansion is organized such that the 
larger disturbances are faster and interact the ffrst with the ambient medium 
and this organization of the ffow must be realized without signiffcant energy 
lost during the expansion; the concept of soliton help to account for such 
behaviour. The formation of wisps in pulsar nebulae (Scargle 1969, Klein 
et al. 1996) could be explained by relativistic soliton production by a kink 
instability. The wisps could then be the main energy carrier from the pulsar 
gyro-wave to relativistic particle. 

2.4 Relativistic Hada's System 

As can easily be seen, the DNLS-equation is not valid close to equiparti­
tion {S small). It turns out that the compression effect becomes stronger and 
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the scaling such that u is of the order of 6. Hada derived the correct system 
(Hada 93) with the appropriate reductive expansion method for the case of 
a non-relativistic plasma. This was done for relativistic plasma in PM. The 
relativistic system reads: 

^7,a,w + a,(^w2 + <5w + ^|6|2) = o (17) 

7*9t6 + 5,(M6) + «ao526 = 0 (18) 

The interest of the system is to describe correctly the intensification of 
the compression effect of the Alfven waves when approaching equipartition, 
which strengthens the absorption of energy by relativistic particles as claimed 
in PM. The kinetic understanding of that "anomalous" absorption will be 
explained in the next section and is related with the generation of a significant 
parallel component of the electric field. The enhancement of absorption in this 
regime has been checked numerically by Baciotti et al. (1998). 

3 Generation of a Parallel Electric Field 

The nonlinear behaviour of Alfven waves produce compression that tre­
mendously intensifies when approaching equipartition as shown in PM. These 
compressions effects generate parallel components of the electric field that are 
more intense than by the usual weak turbulence theory situation. In the case 
of delocalized waves, this generation allows the Landau absorption to work 
and to accelerate low energy particle efficiently, so solving the injection pro­
blem. In the case of solitons, it modifies them into soliton-shocks. 

3.1 Electrostatic Potential in the Wavefront 

The main nonlinear effect of the parallel Alfvenic perturbation is the 
localized magnetic pressure that produces a local compression of the plasma. 
Since the inertia of the electrons is negligible, their pressure variation along 
the field line must be balanced by a parallel electric force. 

5| |Pe = ne ' / eS | | • (19) 

This effect can be described by the generalized Ohm's law in parallel di­
rection. Since the electrons are in a quasi-static equilibrium, their pres­
sure variation is such that (5Pe = TgcJn. Now from the continuity equation, 
5n/nQ = —•u/{u^, + u). Since for a forward front u^, < 0, the solitary front 
exits only for u < |M*|. For moderate perturbations, u directly gives the 
electrostatic variation because 

OpV U 

V = -r-\ (20) 
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which leads to the formation of a potential well for the electrons and a po­
tential barrier for the protons in the front-frame. 

The protons having a motion close to the front motion within an energy 
band fixed by the potential barrier are reflected by the solitary wave. They 
are more numerous to be reflected ahead. This leads to the formation of a 
coUisionless parallel soliton-shock. 

Electrons experience a static potential well in the front-frame. They cross 
the well as long as they do not suffer energy loss by radiation. The radiation 
loss can lead to trapping a part of electrons, those having a motion close to 
the front motion. Thus the soliton makes the plasma shining locally. 

The previous features are typical of a localized BGK-mode (Bernstein, 
Green, Kruskal 1957). BGK-modes are exact nonlinear solutions of the ID 
Vlasov-Poisson system, where the potential proflle and the particle distribu­
tions are calculated self-consistently. It is particularly stimulating to envisage 
that such localized structures of phase-space can be generated in Nature by 
Alfvenic solitons. Similar structures were observed and analysed very recently 
in space (Goldman 1999). 

Such structures can be viewed as a kind of coherent and localized realiza­
tion of the nonlinear landau effect. 

3.2 Nonlinear Landau Damping of Waves 

The parallel electric fleld generated by magnetic compression is sensitive 
to that sort of Landau effect called " transit time magnetic damping", acting 
through the resonance uj — k\\v\\ = 0. In a wave-frame, from eq. 20 one has: 

qeE\\ = -^d^u . (21) 

For an ensemble of waves, this leads to a parallel momentum diffusion coef-
flcient (in plasma frame) of the form: 

1̂1 = i < {d,^? > re , (22) 

where TC is the effective correlation time of the parallel electric fleld expe­
rienced by the particle in their motions. Ofl equipartition, in wave frame, 
M is a response to the magnetic pressure |6|^ and oscillates at Alfven wave 
beating frequency. This is a possible generation of fast magnetosonic waves 
also, that Ragot and Schlickeiser (1998) have demonstrated their efficiency to 
inject electron in the cosmic ray population. Close to equipartition, there is 
no such well deflned oscillation. The parallel electric fleld has an broadened 
frequency spectrum such that the resonance has a relaxation time by phase 
mixing. Since these intense compressions occurs at short scales (at scales 
larger than r^, but not very much), they are driven by magnetic perturbati­
ons that are dispersed by the inertial eflect; therefore the characteristic time 
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scale of the inertial dispersion effect surely measures the correlation time 
which should be of order T*. This issue would deserve a specific numerical 
simulation, postponed for fututre works. 

Detailed calculation shows that the diffusion coefficient depends on the 
pitch angle of the particle, not on its energy! Moreover the interaction does 
not require a high energy threshold like the Landau-synchrotron resonnance 
necessary in the Fermi processes. This means that this process could probably 
solve the long standing issue of the injection problem of cosmic rays... 

4 Electron-Positron Plasma 

Pair plasma has been considered in astrophysics in pulsar magnetosphere, 
and also in the vicinity of black holes of stellar mass or in active galactic 
nuclei where black holes of 10^ to 10^ solar masses could reside. Gamma ray 
emission can reveal the existence of such relativistic pair plasmas (see Henri et 
al. 1999) and the fast dynamics of such a plamsa is interesting to account for 
both the spectrum shape and the variability. In a Pair-plasma, the dispersion 
effect is of higher order and does not appears with the former scalings as seen 
in the previous section. However the dispersion effect can compete with the 
magnetic pressure effect at the appropriate scale. It can be incorporated by 
using the modified scaling that does not change the derivation of the nonlinear 
terms as done in the previous section. The scaling is (5 = o(e), b = o(e) and 
u = o(e), but dx = o(e-'-/^) and dt = o(e^/^) (thus e = fl/P). The system is 
now 

^7,5,w + a,(^w2^(5w + ^ |6 |2 )=0 (23) 

-f.dtb + dx{ub) + adlb = 0 (24) 

(the coefficient a changes its sign with the direction of propagation and a = 
^P*^*P/Pm which equals (T4/3A/2 at equipartition). 

Like in the previous case when (5 = o(l), M = o(e^), and the system reduces 
to the mKdV equation: 

l,dtb-^dx\b\H + o.dlb = Q . (25) 
2,0 

The cosmic ray and Pair-systems have common constants of motion. The 
equations themselves are conservation equations for the integrals / udx and 
j bdx. The systems are invariant under the gauge transformation b —̂  e*̂ °6 
which implies that / ( |6p + u'^)dx is a constant of the motion. They keep the 
magnetic helicity constant: ^ /(a*6 + ab*)dx. However only their asymptotic 
approximations for Sp = o(l) (DNLS and mKdV) have an infinite sequence of 
constants of motion. Those invariants are adiabatic invariants of the systems 
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when the plasma is significantly off equipartition. They loose their adiabatic 
invariants in the vicinity of equipartition because the sonic waves generated 
by the generalized Alfven waves intensify close to the degeneracy (equipar­
tition) and goes from second order to first order in the perturbation theory. 
Beyond equipartition, the wave packets does not steepen and a pair-plasma 
having a pressure larger than the magnetic pressure is no more efficiently hea­
ted by the relativistic fronts. Therefore it suffer radiation cooling and tends 
to come back to a condition of rough equipartition. 

Like for the cosmic ray system, following Hada (1993), one can take into 
account oblique propagation contributions at order e, which modify the sy­
stem by introducing V^ = 9i + id2 according to: 

r^r*dfu + 5,(^^2 + ^^ + 115|2) _ 1 (v^5 ^ v^5*) ^ 0 (26) 

r*dtb + d^{ub) + ad^b-V^u = 0 (27) 

The transverse or obliquity effects are not addressed in this paper. However 
some parameter regimes might have interesting consequences in the prospect 
of particle heating (Passot, Sulem, Sulem 1994). 

5 Relativistic Fermi Acceleration 

By " relativistic Fermi acceleration" I understand acceleration of suprathe-
rmal particles by relativistic MHD disturbances that propagate at a velocity 
close to the velocity of light. Those disturbances are very likely in the form 
of delocalized Alfven waves or localized nonlinear Alfven wavefronts, because 
the magnetosonic perturbations are more damped in astrophysical plasmas 
that have a pressure comparable with the magnetic pressure. The detailed 
theory is presented in a forthcoming paper (Pelletier 1999). 

5.1 The Acceleration Scheme 

The interaction with forward waves can be presented in the following way: 

(Pi,Mi) ^ (Pi,Mi) I—> (P2,M2) ^ (P2,M2) (28) 

The Lorentz transform L^^ is such that 

K = 7 , ( l - / 3 , M i ) P i (29) 

Ml = --. o (30) 
1 - fJt,i^i 

The scattering S does not change the energy, the pitch angle is changed 
randomly: p'2 = p'l and i^[ 1—̂  1^2, with a conditional probability density 
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-^zit'(M2lMi) during a time At' measured in the wave-frame. This kernel is 
normalized such that 

-1 

if+,,(M |̂M'i)dM2 = l , VM'I . (31) 

Moreover 

2im^K+,,{^,'M) = 5{^^'2-^^'l) • m 

Then the reversed Lorentz transform gives the momentum after the in­
teraction in the plasma frame: 

P2 = 7*(l + /3*M2yi (33) 

Because /xi and 1^2 can take any value between —1 and +1 , some particles 
can undergo a large energy gain by a factor of order 7^: 

P2=7*( l - /3*Mi)( l + /3*M2)Pi (35) 

The energy jump in a progressive wave is then 

1 - fJt,l^2 

The jump is large for most particles because the Lorentz transform concen­
trates the pitch-angle a2 in a narrow cone of half-angle a^, = arcsinil/^^,). 
This is similar to the inverse Compton effect in Thomson regime. 

If only forward waves (linear or nonlinear) would be considered, then 
they would tend to isotropize the tail of the suprathermal distribution with 
respect to the wave-frame. Fermi acceleration works only if both forward and 
backward waves come into play. So now consider a mixture of forward and 
backward waves (in proportion a+ and a^ respectively with a^ + a^ = 1); 
then the distribution function is changed during At according to the following 
law: 

2'Kp^f{p,H,t) = / _ ^ dm 1^ dpi[KX^{n\ni)a+5{p -pi - Ap+)+ 

K^,{li\lii)a-6{p-pi-Ap-)]2T,plf{pi,iii,t-At) (37) 

The probability density K'^^, in the backward frame is not significantly 
different from the forward probability density. However the probability den­
sity if^j differs from K^^ because of the different composition with the Lo­
rentz transforms. 

KiM^'l) = 2nlR .^K'IAP'WI) (38) 
7*1-1- + P*MJ 
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This expression 37 holds if the interaction of a particle with a forward wave 
is independent of its interaction with a backward wave. This is true because 
the interaction occurs under a resonance condition that differs for forward 
and backward waves (see section 6 for details). 

Several types of interaction can occur. 

• i) Mirror reflection: 

K'^A^^Vl) = <5(M' - M'I)(1 - ^ ) + ^ ' ^ ( M ' + M'I) , (39) 

where F is the mean free path of the particle colliding with magnetic 
perturbations. This was the assumption used by Fermi in his historical 
paper (1949). However he assumed that the perturbations (clouds) were 
propagating in every directions, whereas Alfven perturbations propagates 
along the fleld lines. 

• ii) Fast random scattering: 

K'U^^Vl) = <5(M' - M'I)(I - ^ ) + ̂ ^ (40) 

That kind of scattering is relevent to describe the interaction with large 
localized wavefronts of width ^ (see section 6). 

• iii) Angular diffusion: 

K'iA^^Vl) = -j^expi-^^'-^''^'] (41) 

When a diffusion process occurs, it is entirely governed by the pitch angle 
frequency in the wave-frame: 

At' 
(42) 

and (TĴ , = v'g{\—ijL\)At'. This diffusive approximation is used in the usual 
1st and 2nd Fermi processes since the seventies (Jokipii 1966, Melrose 
1968). This is based on the so-called quasi-linear theory leading to a 
Fokker-Planck equation. This cannot be used in the relativistic regime. 

• iv) Anomalous diffusion: 

K M'if^ iMi) = " (^^,At'r '^K^t'Y^ ' ^ ^ 

where the function g is normalized to unity: 

g{y)dy = 1 . (44) 
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If g has a momentum:/ \y\'^^"g{y)dy = s < oo, then the anomalous dif­
fusion is such that: 

< (Z\M') ' > = sK^t'f"' ; (45) 

with m = f3/a and the process is said to be subdiffusive if m < 1/2, 
diffusive for m = 1/2 and superdiffusive for m > 1/2. To describe pitch 
angle scattering of particle in magnetic disturbances, the usual diffusion 
description does not work at all pitch angles, because the quasi-linear 
pitch angle frequency vanishes at 90°, indicating that a more non-linear 
theory must be developed. The problem was pointed out by R. Schlickei-
ser (1994) who proposed a linear remedy by introducing a damping bro­
adening of the resonance. Another linear possibility to cure this problem 
is to take into account the inertial dispersion effect. Indeed the passing 
through 90° is essential for Fermi acceleration to work. This issue will be 
revisited in section 6. 

5.2 The Non-relativistic Second and First Order Processes 

The concept of first and second order Fermi processes hold only in the 
case of non-relativistic MHD disturbances, when the Alfven velocity is much 
smaller than the velocity of light V^ >C C. Indeed these processes are derived 
by expanding the " collision" operator at the second order in powers of /3*. 
When the cosmic rays are not carried by a decelerating flow, like in shock, 
the acceleration process is at the second order and a pitch angle diffusion in 
waveframe leads to an energy diffusion in plasma frame. Indeed 

Apo = r*{^p'o+P*^p\\) (46) 
Z\p|| =7,(Z\p(|+/3,Z\p^) (47) 

with AP'Q C:^ 0 and Ap{^ c:^ PQA/^', and the following diffusion coefficients are 
then derived, knowing that At = 7*Z\t': 

< Apf, > I 
n = ^^l = 27*pi(l + /3*V' - 2/3*(a+ - a-)i,y, ; (48) 

r o . ^ ^ ^ / 3 . ^ r „ ; (49) 

The last result clearly shows the superiority of relativistic waves having 
f3-_t c^ 1, compared to nonrelativistic ones that have /3* <C 1, in the purpose 
of particle acceleration. But the expansion in power of /3* cannot be done; in 
particular there is no more a scale separation between a fast isotropization 
and a longer energy diffusion, the energy diffusion being as fast as the pitch 
angle diffusion. 
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In a decelerating flow, there is a wefl known flrst order contribution to 
the acceleration. It can be described by the inertial force in the waveframe 
F ' = —p^VjMj, whose angular average power is 

Pa = —pvdivu . (50) 

It is often said that the flrst order process is more efficient than the second 
order process because at each shock crossing the relative gain is such that 
Ap/p ^ (MI — ui^jc whereas the second order process leads to V\l<?\ this 
is not plainly true. Schlickeiser et al. (1993) realized that the second order 
process is never negligible behind a shock. Jones (1994) argued that flrst 
and second Fermi processes are not very different in terms of efficiency, the 
interest of the first order acceleration at adiabatic shocks is to give universal 
power law distribution downstream. This can be seen as follows (see henri et 
al. 1999 for details). The rate of change of the energy of a particle crossing a 
non-relativistic shock many times is given by: 

At - 3t, ^ ' ^^^^ 

where r is the shock compression ratio and t^ the residence time of a re­
lativistic particle behind the shock, that depends on the diffusion coeffi­
cient D through: t^ = 2D/u\, U2 being the downstream fiow speed. For 

1 ^ D c:^ D\\ c:^ i —, the first order acceleration time is thus: 
I 3 1/=' 

c 
,2 

ti=tr^ —V-' ; (52) 

whereas the second order acceleration time is: 

h ^ ^v-^ • (53) 

These two time scales are not significantly different because M2 is often of 
the order of VA- The result has a simple meaning: at each scattering there is 
a small energy diffusion; the energy jump is larger when the particle crosses 
the shock front, but these crossings are not frequent because their frequency 
is i/c ^ {'U2/c)i/s. When it can work at quasi perpendicular shocks, the first 
order acceleration becomes more efficient because ti is changed into t i ^ = 
tiivs/^s)"^ with transverse diffusion. 

The results for ti and t2 indicate of course that first and second order 
Fermi acceleration tend towards the same maximum efficiency when VA and 
M2 are close to the velocity of light; which emphasizes once more the interest 
to work with relativistic waves. 
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5.3 The Efficiency of the Relativistic Fermi Acceleration 

The efficiency of reiativistic acceieration tias two origins: first, as seen in 
subsection 5.1, tlie momentum variation during scattering is mucli larger tlian 
in nonrelativistic waves; second, as seen in subsection 5.2, tlie acceleration 
rate reaches its highest possible value which is given by the pitch angle fre­
quency. Therefore relativistic waves leads to an acceleration time close to the 
pitch angle scattering time and this time becomes closer (but still longer) to 
the gyro-period Tg of the considered particle for large wave amplitude. Large 
amplitude relativistic waves are the best and only candidates to achieve the 
expected efficiency of the acceleration process to explain high energy cosmic 
rays with an acceleration time scale tacc = ^Tg{e), with A ^ 10. If the very 
high energy cosmic rays would not be accounted by these physical assumpti­
ons, then exotic phenomena such as topological defects would be invoked. 

However it was recently pointed out by Gallant and Achterberg (1999) 
that the particle energy gain in a relativistic shock is by a factor 7^ (7s being 
the shock Lorentz factor); this increment is obtained at the first crossing, 
further crossings being inefficient to give a further significant acceleration. 
Since a particle cannot travel accross several strong relativistic shocks, its 
repeated interactions with relativistic waves and relativistic solitary waves 
become a very competitive process. 

6 Astrophysics Consequences and Head on Collision of 
Solitons 

The detailed theory, not completed in this paper, must develop both the 
case of delocalized waves and the case of localized fronts. Some preliminary 
results will be presented for both cases. However the general statements pre­
sented in section 5 allow to anticipate some astrophysical consequences al­
ready that will motivate further theoretical developments. 

The efficiency gain with delocalized relativistic waves is interesting per se, 
however spectacular acceleration could be achieved with head on collisions of 
relativistic fronts. This is somehow a rather primitive concept of particle ac­
celerator to make heavy particles (here the relativistic solitons)to collide each 
other to produce new energetic particles. Indeed the head on collision of two 
solitons of bulk Lorentz factor 7* produces the following energy amplification 
of protons 

P2 ^ 7*Pi (54) 

within a time of few gyro-periods. 
Is it reasonable to expect such head on collisions in Nature? Yes, if we 

believe in the existence of relativisitic expansion flows. Any relativistic ex­
pansion of a relativistic plasma emating from the environment of a compact 
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object (single or twin in coalescence) will produce both forward fronts be­
cause of perturbations at the source) and backward fronts because of the 
interaction with the ambient medium. 

A forward front observed in a relativistic flow of bulk reduced velocity (3j 
has a reduced velocity: 

whereas for a backward: 

-̂ = w^ '̂'̂  
When the expansion is superAlfvenic, they are both seen to advance, but with 
different speed, and of course, they collide. Such events could be expected in 
relativistic extragalactic and galactic jets, and very likely in Gamma Ray 
Bursts and in pulsar nebulae. VLBI observations (Guirado 1995) revealed 
the possibility of such collision of relativistic knots in relativistic extragalactic 
jets and those events are being currently analysed. 

Now relativistic motions of such fronts could occur in hot spots as well, 
even if there is no more relativisitic bulk motions in them because they results 
from the terminal shocks of the jets. Disturbances with relativistic motions 
will develop if they are dominated by the cosmic ray pressure. That is what 
could make hot spot interesting site of very high energy cosmic ray gene­
ration. Extended lobes could also have the same properties if they are still 
magnetically conflned. 

To get these cosmic ray generation events, ideal solitons are not necessary, 
relativitic fronts are enough, even if they are destroyed after collision. The 
only advantage of the soliton is that it can survive after collision and the 
ground conditions, in particular the magnetic topology, are restaured in the 
plasma after it passed away. 

Assume that the acceleration process is efficient enough to reach locally 
a maximum energy which is a signiffcant fraction of the accelerator size limit 
such that €m = aZeBR (with a ^ 0.1, say) and assume that the integrated 
energy distribution results from the distribution of the product BR. Then 
if the local energy distribution function, /(e, em{z)), is not a power law, but 
any self-similar function of the form: 

/(e,e„(z)) = —-^gr(——-) (57) 

The probablity density to ffnd a particle of energy e in the global ffow of cross 
section S{z) is given by 

p{e)= fdzn*S^g{^). (58) 
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Assume a field distribution such that B oc i?^™, (1 < m < 2 is expected in a 
jet), assume dR/dz oc R^" for the flow (for a conical jet n = 0, a confined jet 
n > 0, a widening flow n < 0) and assuming the same probability of escape 
along the flow, the energy distribution of the cosmic ray leaving the source is 

p{e) ( x e ^ ^ ^ . (59) 

For instance, a confined jet, such that m = 2,n = 0.5, gives p{e) oc e^^-^; a 
conical jet with m = 1.5 gives e^^. 

7 Cosmic Rays Scattering off Magnetic Disturbances 

High energy particles undergo pitch angle scattering in the waveframe 
(forward or backward) and this leads to important energy variation in the 
plasma frame. A preliminary investigation of this scattering is presented in 
this section. Since the plasma electromagnetic waves give energy to the par­
ticles through this Fermi process, in turn, a kind of collisionles damping occur, 
which is nothing but a generalization of the Landau-synchrotron absorption. 
This require some resonance between the gyro-motion of the particle and the 
wave oscillations, as will be recall further on. 

The motion of a particle that interacts with quasi parallel propagating 
magnetic modes, characterized by a vector potential A{z) = Bo^a{z), ^ being 
a typical variation length along the average magnetic field BQ, is governed by 
a simple non-linear system that reads : 

«=«Me^(t) . i-a(z(t)) (60) 
m7 oz 

z = vcos a (61) 

This is an Hamiltonian system of one degree of freedom, but depending on 
time through the gyro-motion described by the transverse unit vector e^(t) 
that rotates at the gyro-pulsation ujs almost. The Hamilton function can be 
written in terms of the two conjugate variables (x, a): 

H{a,x) = sina — Lue^{t).a{x) , (62) 

where x = z/^, the time unit is the travel time over the characteristic length 
^, namely TC = ^/v, uj = ujgTc = 2iiTc/Tg. The dynamics is different for an 
ensemble of plane waves and for a localized soliton. 

7.1 P i tch Angle Scat ter ing by Delocalized Waves 

For an ensemble of Fourier modes in the waveframe (forward propagation 
say): 

a(x) = ^a„(eicos(A;„x) + ece2sm(A;„x)) , (63) 
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where e^ = +1 for right handed polarized modes and —1 for left handed 
polarized modes. In fact these Fourier components are not necessarly eigen 
modes of the plasma; they are eigen modes for quasi parallel propagation 
only; but for oblique propagation the Alfven waves have a linear polarization. 
However as long as k±rg <C 1, rg being the Larmor gyro-radius, the effect 
of the transverse wave length is unimportant in the particle dynamics. So, 
even in case of linearly polarized Alfven waves, the previous expansion 63 is 
assumed. The Hamilton function is then 

H{a,x) = sina + ujy anCos{knX — eujt + (f>o) (64) 
n 

A resonance occurs for different values a„ of a such that knX = euj, or 
knl^n = £^ with fjLn = cosdn- A negative charge moving forward resonates 
with a right mode (e = 1) whereas it resonates with a left mode if it moves 
backward and vice versa for a positive charge. The opposite conclusions held 
for backward wave propagation. These are the synchrotron resonances. 

When the resonances are isolated, the hamiltonian can be approximate by 
a pendulum resonance Hamiltonian in the vicinity of each resonance: setting 
the canonical transform d = knX — eujt + (/JQ, J = (a — a„)/A;„, H' = H — 
euja/kn + Cst, the approximate Hamiltonian is 

J2 

H'{J, 6) = -klsina„{ nlcose) , (65) 

where the nonlinear pulsation i7„ is such that 

nl = - / ^ ! ^ . (66) 
The pendulum approximation differs from the exact Hamiltonian by oscilla­
ting terms. 

The half-width of the nonlinear resonance in (J, 9) phase-space is AJ = 
'Ifln and resonances overlap when this half-width is larger the half-spacement 
between resonances Z\a„/A;„; which leads to the Chirikov criterium (Chirikov 
1972) for stochasticity: 

Loansinan > {AiJ,„)'^/A . (67) 

As is well known chaos occurs even at a lower threshold. The dynamics de­
scribed by H' differ from the exact one by oscillating contributions, among 
those there are the contribution of the backward waves. The particle cannot 
resonate simultaneously with a forward and backward wave. 

The smallest value of /i„ control the jump around the pitch angle of 90°. 
The particle can jump from the resonance with the right mode (e = 1) to the 
resonance with the left mode (e = —1) if A;J;a„ > uj/4. This is the nonlinear 
solution to the momentum turn over problem. 
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When the modes are sufficient above the stochasticity threshold, the chao­
tic jumps of the pitch angle behave like a diffusion process. Only the momen­
tum turn over might be slown down by sticky regimes, leading to subdiffusion. 

The acceleration process is suitably described by the response to an initial 
monoenergetic distribution of the form S{p — PO)/4'KPQ. The solution at time 
t is given by eq. 37: 

/o(p,M,t) = 4^p2p^^^ ^a^ ( lT /3 .M)-P^faM,^ ) , (68) 

where 

with 

A^±^Pp^{l^f3,^). (70) 
P*Po 

The standard deviation is such that <T(t)̂  = (1 — ij?)v'^t for fi sufficiently 
different from ±1; whereas for fi close to ±1 , <T(t)̂  '^ (^s^^)^ (because of 
the superdiffusion of /x). This response explicitely showes that in the cone 
a < a* the particle gain an energy of order ^Ipo in a scattering time whereas 
outside the cone the gain factor is only (3l. Indeed the isocountours (defined 
by constants Cic) of the distribution are such that, for a > a*. 

whereas for a < a* 

Pi,{t)c^po{l + Ci,pla{t)) , (71) 

PiS)-Po{l + Ci,2-ila{t)) , (72) 

Let end this subsection with some remarks about anomalous diffusion. 
Obviously, if the pitch angle scattering is an anomalous diffusion process, 
then the energy variations undergo an anomalous diffusion also with the 
same secular behaviour. In that case the stationary energy spectrum would 
significantly be modified compared to the ordinary Fermi processes. Spatial 
diffusion derived from anomalous pitch angle scattering is also anomalous. 
Recently Kirk et al. (1996) analyzed the consequences of assumed braided 
magnetic field lines behind a shock. In particular, the index of the cosmic ray 
power law could be changed because of the change of the effective compression 
ratio due to anomalous diffusion (Ragot and Kirk 1997). Anomalous pitch 
angle scattering would produce also these deviations to the normal laws in 
shock acceleration theory. On the subset of anomalous diffusion points, the 
distribution function is not differentiable. 
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7.2 Scattering by a Localized Nonlinear Wavefront 

In the frame of a soliton, the cosmic rays undergo pitch angle variations 
that are governed by a similar system. 

a = LU(p{x)cos[6{x) — eCut] (73) 

X = cos a (74) 

The profile decays exponentially on the scale ^ and the phase has a nonli­
near variation: 9'{x) = K + co(f>'^(x), CQ being a coefficient of order unity. The 
dynamics is then controlled by three parameters uj, bo and K. The particle 
interacts with the soliton during few time units and numerical computations 
exhibit few typical behaviours. First, even for large amplitude perturbations 
(say 6o ^ 1)) particles having a large Larmor radius compared to the soliton 
width are characterized by a small parameter uj. Therefore they clearly suffer 
a small deterministic variation of their pitch angle. Second, in the opposite 
extreme, particles that have a small Larmor radius (tD large) undergo tre­
mendous pitch angle variations, unless the amplitude bo is very small. They 
behave for a while like in a broad bank spectrum of plane waves and the pitch 
angle undergoes a diffusion process because of the resonances. The third in­
teresting case is that of particles having a Larmor radius comparable to the 
width of a soliton (6o ^ !)• Numerical solutions show irregular motions with 
a possible reflection, the momentum turn over occuring even for a single 
polarization. The pitch angle jump is practically unpredictable. 

In summary, a forward soliton transforms the distribution function of 
cosmic rays having a Larmor radius rg larger than r* upto few ^, cosmic 
rays having a Larmor radius much larger than ^ are not scattered {uj <C 
1); that part of the distribution function is fastly isotropized in the soliton 
frame and thus these suprathermal tail has the bulk motion of the solitons 
c:^ /3*. The scattering is suitably described by the fast random scattering of 
subsection 2.1. In the plasma frame, this tail is concentrated in a narrow cone 
of half angle a* c:^ I/7* and the energy of the particle in this cone has been 
amplifled by a factor 7^. No further acceleration is possible with other forward 
solitons. Further acceleration is possible with an incoming backward soliton 
that produces a new ampliflcation of the energy by a factor 7^, changing thus 
the initial energy of the cosmic ray by a factor •j^. If several head on collisions 
could occur, the energy gain would be by a factor 7^ each time within few 
Larmor periods. 

8 Conclusion 

These investigations are still in a preliminary stage. For instance quasi 
parallel propagation of the fronts only has been considered and their stability 
to transverse perturbations are not yet known. It would be very important 
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in the purpose of cosmic ray acceleration tha t these fronts would keep an 
important cross section for collisions with cosmic rays. 

Also from the viewpoint of mathematical physics many studies are to 
be done to understand the lost of integrability of the PDEs and its conse­
quences. The chaotic dynamics of cosmic rays in these fronts need also more 
developments; it was stressed tha t it controls the momentum turn over of the 
particles which is crucial for the efficiency of Fermi acceleration. 

Anyway I think tha t the preliminary investigations revealed interesting 
consequences for astrophysics tha t seems robust and would contribute to 
master the long standing problem of the origin of the high energy cosmic rays. 
Head on collisions of relativistic fronts would probably be the most efficient 
occurence of generalized Fermi acceleration. Anyway, even with delocalized 
relativistic waves, the generalized Fermi acceleration process is quite efficient. 
Relativistic waves and solitary waves are very competitive for cosmic ray 
acceleration even compared to a strong relativistic shock, because particle 
energy is amplified by a factor 7^ at each scattering, whereas it is amplified 
mostly in a single step by a factor 7^ for ever in a relativistic shock. 
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Abs t r ac t . Recent developments in the derivation of reduced models for weakly 
compressible magnetohydrodynamic (MHD) turbulence are discussed. A four-field 
system of equations has been derived from the compressible magnetohydrodynamic 
(MHD) equations to describe turbulence in the interstellar medium and the solar 
wind. These equations apply to a plasma permeated by a spatially varying mean 
magnetic field when the plasma beta is of the order unity or less. In the presence 
of spatial inhomogeneities, the four-field equations predict pressure fluctuations of 
the order of the Mach number of the turbulence, as observed by Helios 1 and 2. In 
the presence of a uniform background field and a spatially homogeneous plasma, 
the four-field system reduces to the so-called nearly incompressible system. In the 
weak-turbulence limit, dominated by three-wave interactions, the anisotropic energy 
spectrum is deduced by a combination of exact analytical results and numerical 
simulations. 

1 Introduction 

Magnetohydrodynamics (MHD), despite its significant limitations as a 
model, provides the principal framework for the theoretical description of tur­
bulence in the interstellar medium (ISM) and the solar wind. There is strong 
observational evidence tha t the effect of plasma compressibility cannot be 
neglected in theoretical studies of magnetohydrodynamic (MHD) turbulence 
in these systems. This should not be all tha t surprising, for the plasma beta 
in the solar wind and the ISM is often of the order unity or greater. Conse­
quently, the sound speed is of the same order of magnitude or greater than 
the AlfvZen speed. (In a truly incompressible plasma, the sound speed is in­
finitely large.) Hence, the assumption of constant plasma density (p), which 
is sufficient to ensure tha t the plasma flow velocity v obeys the incompressi-
bility condition V • v = 0 by the continuity equation dp/dt + V • (pv) = 0, 
cannot be sustained. 

Since the observed fluctuations in the solar wind and the ISM involve 
density variations, it is widely appreciated tha t the effects of plasma com­
pressibility should be incorporated in a viable theory of MHD turbulence for 
such systems. However, theoretical a t tempts to grapple with compressible 
turbulence from flrst principles are hampered by the formidable analytical 
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(as well as numerical) complexities of the fully compressible MHD equations 
which involve eight scalar variables (i.e., three components each for the fluid 
velocity and magnetic flelds, the plasma density and pressure) and several 
nonlinearities. Even in simple magnetic geometry, it is difficult to obtain 
numerically a reliable inertial range spectrum (spanning a few decades in 
wavenumber) for compressible MHD turbulence. 

In view of these difficulties, attempts have been made (primarily in the 
theoretical solar wind literature) to derive reduced MHD models that can en­
able the computation of compressible turbulence as perturbative corrections 
to a leading-order incompressible description. Perhaps the most well-known 
of such attempts is the nearly incompressible MHD (NI-MHD) model of Zank 
and Matthaeus [1,2] (hereafter, ZM). The NTMHD model formulated by ZM 
has its antecedents in the pseudosound theory of Lighthill [3] for compressi­
ble hydrodynamic (HD) turbulence. Lighthill's work provided the stimulus for 
analogous MHD applications by Montgomery et al. [4], Shebalin and Montgo­
mery [5], and Matthaeus and Brown [6] as well as the development of nearly 
incompressible HD [7] which preceded the development of NTMHD by ZM. 
Independently, Grappin et al. [8] have pointed out that the MHD variant of 
pseudosound theory can also be viewed as an extension of the HD theory of 
Khatskin [9]. 

In its basic form, the equations of the NI-MHD model are similar to those 
of the reduced MHD (RMHD) model [10] which has proved to be extremely 
useful in describing nonlinear MHD dynamics in tokamak or solar coronal 
plasmas. (The derivation of NI-MHD given by ZM suggests that RMHD is a 
subset of NI-MHD.) Tokamak as well as solar coronal plasmas are tjrpically 
permeated by a strong magnetic fleld and characterized by low values of 
the plasma beta (/3) (that is, /3 <C 1). Exploiting the fact that solar wind 
turbulence in the plasma frame is characterized by low values of the turbulent 
Mach number, ZM show, by means of an asymptotic expansion in powers of 
the Mach number, that the equations of compressible MHD reduce to the 
NTMHD equations. 

One of the interesting but surprising conclusions of ZM is that the NI-
MHD equations are valid for solar wind plasmas even when f3 ^ 1. Since the 
pressure fluctuations in the NI-MHD equations are decoupled, at leading or­
der, from the dynamical equation for the velocity fleld fluctuations, ZM claim 
that compressible fluctuations are enslaved to incompressible dynamics. If 
true, this result is a remarkable simpliflcation of the problem of compressible 
MHD turbulence in the solar wind (as well as in parts of the ISM) because 
one can then rely on analytical or numerical results derived from a leading-
order incompressible MHD calculation and calculate the higher-order density 
fluctuations convected passively by an incompressible flow fleld. 

The NI-MHD theory predicts that the root-mean-square pressure fluctua­
tion (normalized by the background plasma pressure) in the solar wind should 
be 0{M'^), where M is the Mach number of the turbulence. This prediction 
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has been tested by detailed comparison with observations from Voyager as 
well as Helios 1 and 2 [11,12,13]. Prom Fig. 3 of Tu and Marsch [12], who 
considered a large dataset from Helios 1 and 2 between 1 and 7 AU, we see 
that although there some data points are 0{M'^) scaling, most of the data 
points are distributed in the range between ©(M^) and 0{M). 

Motivated in part by these discrepancies between observations and the 
NI-MHD model, Bhattacharjee, Ng and Spangler [14] (hereafter, BNS) have 
formulated a new system of reduced equations for MHD turbulence, referred 
to hereafter as the four-field equations, valid for /3 '--' 1 plasmas. They too as­
sume, following ZM, that the plasma is permeated by a background magnetic 
field and that the Mach number of the turbulence is small. However, unlike 
ZM who assume that the background magnetic field is spatially uniform, 
BNS allow the background field to be spatially nonuniform and capable of 
sustaining a nonvanishing plasma current density and pressure gradient. BNS 
then show that the compressible, three-dimensional (3D) MHD equations can 
be simplified to a system involving four scalar variables: the magnetic flux, 
the parallel vorticity (i.e., the component of vorticity parallel to the mean 
magnetic fleld), the perturbed pressure, and the parallel flow. This four-fleld 
system represents a generalization of NI-MHD (a two-fleld system at leading 
order) to plasmas with /3 < 1, and includes NI-MHD as a special case. The 
four-fleld system reduces to NI-MHD when (i) the background magnetic fleld 
is constant in space and all spatial inhomogeneities in the background quan­
tities are neglected, and/or (ii) when /3 <C 1. This reduction delineates clearly 
the restricted domain of applicability of NI-MHD, and suggests that although 
NI-MHD may apply to speciflc numerical experiments or to a selected subset 
of observations, it cannot be expected to account for as broad a dataset as 
shown in [12]. 

An important attribute of the four-fleld equations is that in a spatially 
inhomogeneous f3 ^ 1 plasma, the four fleld variables, that is, magnetic flux, 
parallel vorticity, pressure and parallel flow, are coupled to each other. This 
coupling has signiflcant implications for the scaling of root-mean-square pres­
sure fluctuations. In the presence of spatial inhomogeneities, the flrst-order 
pressure or density fluctuations evolve to non-zero values even if they are 
chosen to be zero initially, and modest inhomogeneities are enough to raise 
the level of these fluctuations to 0{M) values. Thus, we suggest that the level 
of fluctuations seen in [12] can be attributed to the effect of spatial inhomo­
geneities in the background plasma pressure and magnetic flelds, neglected 
in NI-MHD. 

The four-fleld model also offers an answer to the fundamental question: Do 
the effects of plasma compressibility enter the ffuctuation dynamics at leading 
order for /3 '--' 1 plasmas, or are the effects of compressibility a higher-order 
phenomenon enslaved to a leading-order incompressible description, as seen in 
the NI-MHD model? It is shown that when there are spatial inhomogeneities 
in the background magnetic fleld and plasma pressure, the effects of plasma 
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compressibility enter the dynamical equation for the pressure fluctuation at 
leading order. 

Another outstanding question confronting MHD turbulence theory is the 
nature and scaling of the turbulent energy spectrum. Evidence for anisotro­
pic, probably magnetic fleld-aligned turbulence is strongly suggested by radio 
wave scintillation studies of heliospheric and interstellar turbulence. Radio 
wave scattering in the solar wind close to the Sun is highly anisotropic, with 
the "long axis" of the irregularities being in the radial, magnetic fleld-oriented 
direction and with axial ratios in excess of 10:1 [15,16]. Anisotropic scatte­
ring, indicative of anisotropic irregularities, is also a general characteristic of 
interstellar scattering [17,18,19]. The observed ratios are smaller than in the 
heliospheric case, but this may be due to averaging by integration along the 
line of sight. It seems likely that the axial ratio of the density irregularities 
exceed the maximum observed factors of 4:1 [18]. 

The existence of anisotropy in both heliospheric and interstellar plasmas 
and its implications for spectral scaling laws is a signiflcant challenge for 
theory. Even when the background consists of a spatially uniform plasma 
embedded in a constant magnetic fleld, the precise nature of wave-wave in­
teractions and the form of the energy spectrum has been a subject of some 
debate [20,21,22,23,24,25]. All of the studies cited concur, however, that the 
energy spectrum is strongly anisotropic in the presence of a uniform magnetic 
fleld. In the weak-turbulence limit, we present here some new analytical and 
numerical results on the anisotropic energy spectrum. 

The following is a layout of this paper. In Sect. 2, we review the main 
assumptions and equations underlying the four-fleld model. In Sect. 3, we 
derive the NI-MHD model as a special case of the four-fleld model. In Sect. 4, 
we present numerical simulation results based on the four-fleld equations 
that illustrate the connection between spatial inhomogeneities and enhanced 
pressure fluctuations. In Sect. 5, we review some exact analytical results 
on the dominance of three-wave interactions in weak turbulence theory and 
present the results of a numerical experiment that relies on the analytical 
results to obtain the anisotropic energy spectrum. 

2 The Four-Field Model 

The compressible resistive MHD equations are 

p(§i + '"-'^)'" = -'^P+^('^'<B)xB, (1) 

dB 
~dt 

V x{B xv+r]cJ)=0, (2) 

(3) 

(4) 

dp 
dt 
d 
'dt 

+ y-

\PV 

• (pv) = 

1 = ^" 

0, 

1 
V \Jf 
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where p is the plasma density, v is the fluid velocity, p is the plasma pressure, 
B is the magnetic fleld, J = cV x B/An is the current density, c is the 
speed of light, r] is the plasma resistivity and 7 is the ratio of speciflc heats. 
We cast (l)-(4) in dimensionless form by scaling every dependent variable 
by its characteristic (constant) value, designated by a subscript c (which 
should be distinguished from the speed of light). We deflne the sound speed, 
AlfvZen speed, Mach number, AlfvZen Mach number, and the plasma beta, 
respectively, by the relations 

C^ ^ (dp/dp), , (5a) 

l / i ^ B 2 / 4 m , (5b) 

M 2 ^ vl/C^ , (5c) 

M l ^ vl/Vi , (5d) 

f3 = iTvpc/Bl = Ml/'^fM^ . (5e) 

In terms of scaled (dimensionless) variables, (1), (2), and (4) can be written 

^ ( | + ^ - ^ ) ^ = ^ -Vp+-(V X B)x B 
P 

(6a) 

— +Vx{Bxv + r]J)=0, (6b) 

d(P_]=lzl^\j\\ (6c) 
dt \p-y J i3p-y ' ^ ^ ' ^ ' 

where e = y^M, with J = 'S7 x B, and (3) retains its present form. (Distance 
and time are scaled by the system size and the AlfvZen time, respectively.) 
Since (l)-(4) are invariant under Galilean transformations, we choose to work 
in a reference frame that is stationary with respect to the plasma. The para­
meter e, which is essentially the Mach number of the turbulence, is assumed 
to be much smaller than one and provides the basis for an asymptotic expan­
sion of the dependent variables. We write 

B = Bo + Bi + --- , 

V = vi-\ , 

p = Po+ Pi-\ , 

P = Po+Pi H , (7) 

where all 0(1) quantities are denoted by subscript zero, and 0(e) quantities 
by the subscript one. Note that any large-scale, uniform flow of the plasma 
with respect to the laboratory frame has been transformed away by moving 
to the plasma frame (i.e., VQ = 0). 

In the four-fleld model, the background quantities obey the magnetostatic 
equilibrium condition 

Vpo = -s{VxBo)xBo, (8) 
P 
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which continues to hold even as the (first-order) fluctuations evolve in time. 
In the NI-MHD model, the background quantities are assumed to be 

Po = l,Bo = z, (9) 

which is a special solution of (8). We shall consider the special case (9) in 
Sect. 3, but propose to develop our model with more general solutions of (8) in 
mind, allowing for the presence of spatial inhomogeneities in the background 
plasma variables. 

The form of (6a) and (8) motivate the transformations B —̂  ^/J3B, J —̂  
EAZ/JJ , '1] —̂  ry/e^, v —̂  v/e, V —̂  eV, so tha t B --^ 0 ( 1 / A / / ? ) , V --^ 0 ( e ) , and 

V ^ 0 ( l / e ) . Under these transformations, (6a) and (8) become 

p(T^ + v-v]v = -Vp+iV xB)xB, (10) 

and 

Vpo = {VxBo)xBo, (11) 

respectively. Also, (3) and (4) may be combined to yield 

-£ + v-Vp + -,pV-v = {-,-l)r]\jf . (12) 

Under these transformations, (6b) remains unchanged while (6c) returns to 
the form (4), with J = V x B. 

As shown by BNS, the momentum equation (10) yields the condition 

Pi + Bo-Bi=0. (13) 

Hence, the magnetic field fluctuation can be represented as 

Bi = V^Axb-pib, (14) 

where b = BQ/BQ and A is the per turbed flux function. To 0 ( 1 ) , (12) yields 
the condition 

V ^ - i ; i = 0 , (15) 

which implies tha t the per turbed flow is incompressible in the (local) two-
dimensional plane perpendicular to BQ. By (15), the velocity fluctuation can 
be represented as 

v i = V^(/) X 6 — Wife, (16) 

where </> is a s tream function and vi is the parallel flow. Equations (14) and 
(16) contain four fleld variables: A, pi, (f>, and vi. BNS demonstrate tha t the 
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compressible resistive MHD equations (l)-(4) can be reduced to the four-field 
system: 

dA 
~dt 
dn 

= Bo-V4> + v'^iA, (17) 

Po^ = DJ + 2bxVP-V^Pi-{b-VBl)J, (18) 

% = - i ; i • Vpo + ^^° 2 [2^^! • V P + Dvi + ryVipi] , (19) 
dt 7po + BQ 

Po^ = Dpi + Bi-Vpo, (20) 

Here 

n=-V'i(l>, (21a) 

J=-VlA, (21b) 

P = P o + Bo/2, (21c) 

I? = (Bo + -Bi±)-V, (21e) 

V^ = V - B o - B o - V , Bo =-Bo/Bo, (21f) 

P o ^ ^ y ^ (21g) 

The derivation of the four-field equations by BNS does not restrict the 
background inhomogeneous magnetic field and pressure in any way except 
for the requirement that they satisfy (8) which permits an infinity of soluti­
ons with spatial dependencies in the magnetic field as well as the pressure. 
For very low or zero values of f3, (8) permits spatially dependent force-free 
magnetic fields of which the vacuum field is a special case. The solution (9) 
which is the starting point of NI-MHD is, in fact, the simplest non-trivial ex­
ample of a vacuum field. In Sect. 3, we derive the equations for the NI-MHD 
model clS cl special case of the four-field equations. 

3 The NI-MHD Model 

In order to derive the NI-MHD equations from the more general four-field 
equations, it is convenient to write 

Bo = ^ + B , , (22) 
VP 

where Bg represents the spatially inhomogeneous part of the background 
magnetic field which has been separated from a constant part. The separa­
tion assumed in writing (22) is not required for the validity of the four-field 
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equations, but allows us to establish the conditions under which the NI-MHD 
equations hold. We now observe: 
(i) If B, -^ 0, then (17) and (18) simphfy to the NI-MHD system with two 
field variables A and (f>. Equations (19) and (20) decouple from (17) and (18) 
in this limit, and we recover the results of ZM. The equations for A and (f> in 
the NTMHD model are 

dA 
~dt 
dn 

Bo-V(l> + 'r/ylA, (23) 

Po^-DJ. (24) 

(ii) The case /3 <C 1 is effectively the same as Bg —̂  0, and conclusion (i) 
again holds. 

In general, if f3 ̂  1, the effect of compressibility enters the dynamics at 
leading order and cannot be enslaved to an incompressible flow field. In this 
general case, pi y^ 0 and pi y^ 0 which differs from the predictions of the 
NI-MHD model. Due to the dynamical coupling at leading order between 
the pressure fluctuations and the flow field, brought about by the presence 
of spatial inhomogeneities, the first-order pressure and density fluctuations, 
even if they are small initially, can increase to the level of the Mach number. 

Before we conclude this section, we remark on the role of a pressure-
balanced structure (PBS) in the four-field model. An interesting simplifica­
tion of the four-field equations occurs if we specialize to a PBS which obeys 
the relation P = po + BQ/2 = constant. Then (17) and (18) decouple from 
(19) and (20), but (18) contains the additional term (6 • VBg)-^J absent 
in NI-MHD. This implies that pressure-balanced structures obey dynamical 
equations slightly more general than NI-MHD. However, we repeat for em­
phasis that the equation governing pressure fluctuations associated with a 
PBS in the four-field model remains decoupled from (18) and (19) (as in NI-
MHD). This suggests that the mere presence of spatial inhomogeneities in a 
PBS is not enough to raise the level of pressure (or density) fluctuations to 
order M if they are small initially. In other words, if we are to understand the 
data on pressure fluctuations presented in Fig. 3 of [12] within the framework 
of the four-field model, we cannot do so by merely generalizing (8) to include 
only pressure-balanced structures. The background magnetic field must also 
include inhomogeneities associated with the curvature of magnetic field lines, 
absent in a PBS. The initial condition discussed in Sect. 4 does not obey the 
condition P = po + BQ/2 = constant which, as we show below, leads to the 
generation of density fluctuations of order M. 
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4 Four-Field Simulations: Implications for Pressure 
Fluctuations 

We represent the initial magnetic field as 

Bo=V^oAoix,y)xz + Boz, (25) 

where 

V . o ^ * ^ + y | , (26) 

and Ao{x, y) is the mean flux representing the spatially inhomogeneous com­
ponent of the initial magnetic field in the x-y plane. Assuming periodic bo­
undary conditions in x and y, an exact solution of (11) is 

AQ = a (cos 2iix — sin 2iiy) , (27) 

with 

Po = l + 2TI^Al. (28) 

In the initial state, we take the plasma (3 to be equal to one, held fixed at 
this value in all the four-field runs. Since the four-field equations have been 
derived with the orderingpo < 0(1), andpo is assumed to have the functional 
form (28), we must constrain the function AQ by the inequality 27r̂ Ag < 1. 
Since the maximum magnitude of AQ is 2a, the parameter a is constrained 
by the inequality a < 0.1125. 

In order to follow the time-evolution of this initial state, we have deve­
loped a 2 1/2-D pseudo-spectral code for the four-field equations. Periodic 
boundary conditions are applied in x and y, and all dependent field variables 
are represented in Fourier series, such as 

</>(x,y) = ^</>„„e2-^(™-+"^), (29) 
mn 

where m and n are integers. We refer the reader to BNS for more details of 
the numerical method, and limit ourselves here to a discussion of the link 
between spatial inhomogeneities and enhanced pressure fluctuations. 

Figure 1 shows a contour plot of level surfaces of the mean flux AQ on the 
x-y plane. This is a 2D projection of four flux tubes carrying currents, two 
parallel and two anti-parallel to z. The tubes are unstable to the coalescence 
instability which arises from the tendency of two opposite current-carrying 
tubes to attract each other. The tubes coalesce, squeezing magnetic flux and 
generating thin current sheets in-between them. Due to the presence of finite 
resistivity, magnetic reconnection occurs at the separatrices, facilitating the 
process of coalescence. 
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Fig. 1. Contour plot of the background inhomogeneous field Ao [given by (25)] 

The results of NTMHD are recovered as a smooth limit of four-field MHD 
when the limit a —̂  0 is taken. When a is very small (< 10^^), numerical 
results demonstrate that the overall dynamics of the four-field system is very 
similar to NTMHD dynamics (a = 0). However, even with moderate values a 
(= 10--*, 10-3)^ there are significant dynamical differences between four-field 
and NTMHD dynamics. 

Figure 2 shows the level of prms in the quasi-saturated state (indicated by 
diamonds) as a function of M for different values of a, with M{t = 0) « 0.01. 
In order to quantify the approximate saturation level of the fluctuations, two 
lines are drawn: a solid line corresponding to the level prms = Af, and a 
dashed line corresponding to the level prms = Af ̂ . We note that saturated 
values of prms approach the line prms = M as the parameter a increases. 
Even for values of a as small as 0.04, the condition prms = M is attained. This 
trend persists for higher values of a. Similar qualitative features also appear 
for higher initial values of M, as shown by data from runs with M{t = 0) « 
0.1 (indicated by stars). 

Note that when a is small enough (< 10̂ **) the quasi-saturated level of 
the pressure fluctuation lies below the prms = Af ̂  line. This implies that the 
contribution from pi to the total pressure fluctuation may actually become 
subdominant to the second order contribution p2 which is not zero in general. 
In the small a limit, we thus recover ZM's result that the pressure fluctuations 
are second order. 

We have focused above on the issue of the scaling of the pressure fluc­
tuations with the Mach number of the turbulence, identified in [12] as an 
outstanding feature of observations. The numerical results show that in the 
presence of spatial inhomogeneities, the four-field model produces density 
fluctuations that increase from Oi^M"^) to 0{M) as the inhomogeneity para­
meter is increased. We thus conclude that if heliospheric and interstellar tur­
bulence exists in a plasma with large-scale, non-turbulent spatial gradients. 
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Fig. 2. The level of the root-mean-square value of the first order pressure prms in 
the quasi-saturated state as a function of the Mach number M for different values 
of a, for M{t = 0) fs 0.01 (diamonds) and M{t = 0) fs 0.1 (stars). The sohd hue 
corresponds to prms = Af, and the dashed line to prms = Af ̂  

one expects the pressure fluctuations to be of signiflcantly larger magnitude 
than suggested in nearly incompressible models such as pseudosound. 

5 Anisotropic Spectra in Weak Turbulence Theory 

In the presence of a directed magnetic fleld, MHD turbulence tends to 
exhibit a pronounced anisotropy. The main goal of this section is to examine, 
in the limit of weak turbulence, the nature and scaling of the anisotropic 
spectrum in a plasma permeated by a spatially uniform magnetic fleld B = 
BQZ. A S discussed above, the four-fleld equations reduce in this simple case 
to the NI-MHD (or RMHD) equations. 

Weak magnetohydrodynamic turbulence in the presence of a uniform ma­
gnetic fleld is dominated by three-wave interactions tha t mediate the colli­
sions of shear-AlfvZen wave packets propagating in opposite directions par­
allel to the magnetic fleld. This dominance of three-wave interactions has 
been known since the advent of the Iroshnikov-Kraichnan theory [26,27], 
and has been the subject of a few recent papers [21,22,25]. Using the ideal 
NTMHD equations, Ng and Bhattacharjee (NB) [22] calculate in closed form 
the three-wave and four-wave interaction terms, and show the former to be 
asymptotically dominant if the wave packets have non-zero A;|| = 0 compo­
nents. To keep this discussion self-contained, we begin with a summary of 
relevant results by NB. 
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The ideal NTMHD equations (23) and (24) can be rewritten as the system 
of equations, 

dQ dJ r , -r-, r , ^1 

dA dd> , , ,, , . 
^ - ^ ^ - [ ^ , A ] , (30) 

where the magnetic field is given hy B = z + V^A x z with A as the 
magnetic flux function, the flow velocity is given by v = 'V±(f> x z with (f> as 
the stream function, and [</>, A] = (pyA^ — 4>xAy. The parallel vorticity is then 
i? = —Vĵ (/), and the parallel current density is J = —V'^A. Note that we 
have normalized the background uniform magnetic field in the ^-direction to 
have unit magnitude, and the density has been chosen so that the AlfvZen 
speed VA = I-

For weak interactions between two colliding shear-AlfvZen wave packets 
/ ^ traveling in the ±z directions, we write perturbative solutions of the form 

4> = f-{x^, Z-) + f+{x^, Z+) + </>! + </>2 + ••• , 

A = r{xL, Z-) - f+{x^, z+)+Ai + A-2 + --- , (31) 

where x±_ = {x,y) is perpendicular to z and z^ = z^t. Here f^{x±,z^) 
represents AlfvZen wave packets that propagate non-dispersively with the 
AlfvZen speed V^ = 1. These exact solutions propagate inward from z = =Foo 
at t —̂  —00, retaining their form, until they collide. Because of the intrinsic 
nonlinearity of (30), the interaction of two colliding wave packets cannot 
be simply described by linear combinations of f^{x±,z^) , for the linear 
combinations are not exact solutions of (30). For given zero-order fields / ^ , 
we can then calculate the first-order fields in (31) from the equations 

2 { [ / + , V i r ] + [ r , V i / + ] } = F , (32a) 

2 [ r , / + ] = G. (32b) 

This is a radiation equation for the first-order fields, with the source term 
determined by the overlap of the given zero-order fields / + and / ^ . The 
source term is localized both in space and in time, assuming that the fun­
ctional forms of / ^ are chosen so that the wave packets are localized in z. 
The asymptotic expression of (f>i, A\ can be written, 

(/)i(a;^,t-^ oo) -^ f^{x±,z^) + f^{x±,z+), (33a) 

Ai{x^,t^<x,)^ f^{x^,z-)-f+{x^,z+), (33b) 

dfh 
dt 

dAi 
dt 

dJi 
dz 

_d4n 
dz 

where 

ft{x^,z)=^ j [F'{k,±K)TG{k,±K)\e'''''dk, (34) 
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with F'{k,uj) = F{k,uj)/k\ and F{k,uj) is the Fourier transform oi F{x,t), 
defined by 

F{x,t)= I F{k,uj)e'^'^''-'''Ukduj. 

The Fourier transform G{k,uj) is similarly defined. 
To simplify the calculation that follows, we consider the case in which the 

functions f^{x^,z) are separable, i.e., f^{x^,z) = fj^{x^)f^{z). (The cal­
culation can also be carried through in the more general case when f^{x±, z) 
can be written as a sum of such separable terms, which is always possible as 
long as the boundary conditions in xi_ are periodic.) Then we can write 

F{x,t) = F^{x^)f+{z+)r{z-) ,G{x,t) = G^{x^)f+{z+)r{z-), 

F{k,u;) = ]^F^{k^)f+{n+)r{n-),G{k,u;) = \G^{k^)f+{n+)r {n-), 

where K^ = {k^ ± '^)/2, / ( K ^ ) is the one dimensional Fourier transforms of 
/±(z±) , Fi_ and G^ are the two dimensional Fourier transforms of F±_ and 
G^. We obtain 

/±(a;^,z±) = ™±(a;^) /T(0) /±(z±) /2 , (35) 

where 

uf{xi_)= I \F'^^GAe^'^^^''^dk^, (36) 

and /^(O) is the k^ = Q Fourier component of f^{z), with F'^{k±) = 
F^{k^)/kl. 

We note that the expression (36) for three-wave interactions preserves the 
z-dependence of the zero-order fields. This implies that there is no energy 
transfer parallel to the magnetic field. However, as pointed out by NB, four-
wave interactions do not generally preserve the z-dependence of the zero-
order fields and exhibit harmonic generation, and can, in principle, contribute 
to parallel energy transfer. Since three-wave couplings are much larger than 
four-wave couplings for weak turbulence, we neglect the effect of parallel 
energy transfer. Using (36), we can then calculate explicitly the scaling of 
three-wave interactions. Specifically, our objective is to calculate the spectral 
indices of the three-wave fields as functions of the spectral indices of the 
zero-order fields. 

Imposing periodic boundary condition in x±, we can write 

/±(a;^) = ^ / ± „ e 2 - ^ ( - + " ^ ) , (37) 
mn 

where / ^ ^ are constants. Let the energy spectra have the form 

i?±(fc^)«fc7± or | / ± J « ( m 2 + n 2 ) - ( 3 + ^ ± ) / 4 , (38) 
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where /i± are the spectral indices. The profiles of the three-wave interaction 
fields can then be calculated by 

\{x^)=J2[F:nnTG. l e — ' - ^ = 53w±„e2-(™-+"^), (39) ^27Ti(mx^ny) 

having spectral indices i/±, i.e., |M^„ | OC (m^ + n^) (3+J'±)/4^ where F^^ = 
F„„/(27r)2(m2+n2) with 

^ F „ „ e 2 - ( ™ - + " ^ ) = 2 { [ / + , V i / l ] + [ / I , V i / + ] } , 
mn 

J2 G„„e2-(™-+"^) = 2 [ / I , /+] . (40) 
mn 

It is found both analytically and numerically that [28] 

v+ ? 

Z/+ ? 

a / i _ , 

- M + -

z/_ 

- 2 , 

« / i _ 

Z/_ R 

- 2 for ij,^:^ jj,^ , 

i jj,^ f o r yU,̂  <C / « - . 

(41a) 

(41b) 

Our main objective now is to determine how the spectrum of an AlfvZen 
wave packet changes in time after many collisions with wave packets coming 
from the opposite direction. To be specific, let us consider the evolution of 
a / + field interacting with a sequence of random / ^ fields. From (39) and 
(40), we deduce that 

- [ r , t f ' + ] + [ / - , / + ] + [ / - , / + ] , (42) 

where !?•+ = — Vj^/+. Numerically, the Fourier amplitudes / ^ „ are randomly 
chosen for a given spectral index /i_ in every time step TA- The time step has 
to be chosen small enough to satisfy the weak turbulence assumption and to 
represent the fact that each wave packet in the sequence of / ^ is uncorrelated 
with each other. Also, in order to have a better resolved inertial range of the 
/ + spectrum, a hyper-dissipation term of the form ?7Vĵ tf'+ is added to the 
right hand side of (42) with a suitably chosen ry so that the inertial range is 
resolved with an index that is insensitive to the value of ry. Equation (42) is 
then solved by a pseudo-spectral method for different values of /i_ and for 
different levels of resolution, up to 1024^, until the / + spectrum reaches a 
quasi-steady state when inertial range index is roughly a constant with only 
small temporal fluctuations. 

Figure 3 shows the / + spectra for the case with /i_ = 2 for different 
resolution levels. We see that the inertial range for all runs roughly have the 
same index, /i+ « 2. In this case, we obtain the anisotropic energy spectrum 
A;J .̂ This result has been derived earlier by dimensional analysis [20,22,24] 
and more recently, by careful analytical and numerical work based on a weak 
turbulence formalism [25]. 
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Fig. 3. The spectra of the / + field with /L(_ = 2 for different resolution level in­
dication beside each curve. A vertical separation is added in between each pair of 
spectra for clarity 
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Abs t r ac t . The properties of Alfven wave propagation through the solar corona and 
heliosphere are reviewed, with particular emphasis on the role of large scale radial 
gradients in determining the variation of amplitude with distance. Some comments 
on the role of photospheric vorticity as a source for Alfven waves are presented, 
1-D and 2-D MHD couplings of the waves as they climb out of the coronal density 
gradient are described (parametric decay, sound wave generation), while the final 
section is devoted to the 1-D propagation of Alfven type solitons in the solar wind. 
Throughout, the focus is on the relevance of theory to the turbulent fluctuations 
measured in the wind and remote sensing observations of the corona: many puzzles 
and problems are highlighted. 

1 Alfven Waves Observed in the Solar Wind 

Fluctuations in the high-speed solar wind streams with periods below 
a few hours, and down to periods of minutes and less are found to be do­
minated by what is known as Alfvenic turbulence, tha t is a well developed 
turbulence spectrum which has all the properties of a flux of large amplitude, 
constant magnetic fleld magnitude Alfven waves propagating away from the 
sun. The properties of such fluctuations have been summarized in Grap-
pin et al. (1993) [1] as far as Helios observations are concerned, while the 
observations within the high speed flow at polar latitudes by the Ulysses 
spacecraft are described in Horbury et al. (1996) [2]. Denoting the magnetic 
fluctuations and velocity fluctuations by b and v respectively, and deflning 
z ^ = V =F sign(B)b/A/47ryO, (we have incorporated changes in the sign of the 
average fleld in the deflnition of Alfven waves), we may characterize Alfvenic 
turbulence by the relations (5|Bp <C |b |^, i.e. small total magnetic inten­
sity fluctuations; |z+| > > | z^ | , i.e. outward propagating waves dominate 
;|(5yo/yo|̂  < < |v /Cs |^ = M^, where Cg is the sound speed and MT the turbu­
lent Mach number. In s tandard MHD turbulence on the other hand, all the 
<C ^ above become c^. Wi th little exceptions, at at least at solar minimum, 
solar wind turbulence varies continuously between the Alfvenic s tate (in the 
polar wind and in trailing edges of high speed streams in the ecliptic plane) 
and the s tandard s tate (slow wind at magnetic sector crossings). Incompressi­
ble MHD turbulence predicts Alfvenic turbulence as the asymptotic outcome 
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when initial conditions have u c:^ 5h/ ̂ {Anp) [u being the absolute value of 
velocity fluctuations). There is some indication that this result is also valid in 
compressible MHD, while the observed evolution with heliocentric distance 
is such that Alfvenic turbulence decays towards "standard": the power in­
dex of the transverse magnetic field spectrum is typically a ::; — 1 for lower 
frequencies close to the sun, decreasing to the Kolmogorov value a c:^ —1.6 
at higher frequencies. The bend in the spectrum moves to lower frequencies 
with increasing distance from the sun, the evolution being somewhat faster 
within high-speed streams in the ecliptic plane and slower in the polar wind. 
Together with the evolution in the shape of the spectrum, the specific energy 
in the fluctuations also varies with distance from the sun, in a way which is 
roughly consistent, e ^ r^^ (r being heliocentric distance, normalized to the 
solar radius), with the conservation of wave action at the lowest frequencies 
{c^ lO^^Hz). Suggestions to solve this paradox have included nonlinear evo­
lution due to the in situ generation of inward modes in the solar wind (such 
modes are necessary, in incompressible MHD, to have nonlinear interactions) 
and the interaction of the waves with the large scale magnetic fleld and ve­
locity shears in the current sheet and between fast and slow streams (Veltri, 
1999 [3], these proceedings). In this paper we discuss some aspects of the 
formation and evolution of Alfvenic turbulence. First we will summarize the 
properties arising from linear propagation in the coronal and solar wind gra­
dients. Then we will discuss possible generation mechanisms close to the sun 
and some non-linear couplings during the outward propagation. Finally, we 
will discuss the ID evolution of Alfvenic solitons, which have been suggested 
as a possible basic ingredient of the turbulence observed in the solar wind. 

2 Basic Features of Linear Propagat ion 

2.1 Propagation through a Static Atmosphere 

The basic equations for transverse magnetic fleld (b) and incompressible 
velocity (v) fluctuations may be written in terms of the Elsasser variables 
(deflned above) which in a homogeneous medium describe Alfven waves pro­
pagating in opposite directions along the average magnetic fleld BQ: 

^ ± V „ . V z ± T z T - V V „ ± ^ ( z T - z ± ) V - V „ = 0 , (1) 

where Va is the mean (large-scale) Alfven velocity. The flrst two terms in eq. 
(1) describe wave propagation; the third term describes the reflection of waves 
by the gradient of the Alfven speed along the fluctuations (which vanishes for 
a vertical fleld in a planar atmosphere, but is diflerent from zero in the more 
realistic case of a spherically or supraspherically diverging flux tube); the 
fourth term describes the WKB amplitude variation (which occurs because 
energy flux must be conserved in the medium with variable wave speed) and 
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the isotropic part of the reflection. In eq. (1) gravity and terms involving the 
gradients of the average density along the fluctuation polarisation are absent: 
this is because the average magnetic fleld and gravity are assumed to be 
coUinear. Equation (1) then describes the parallel propagation of fluctuations 
in the plane perpendicular to B, or in the case of spherical or cylindrical 
symmetry the propagation of toroidal fluctuations in the equatorial plane. 
In more general cases the magnetic, velocity and density fluctuations are 
coupled together via magnetoacoustic modes, a process we neglect here but 
will come back to in subsequent sections. Conservation of net upward energy 
flux may be written as 

S+-S-= Soo, S^ = F K | z ± | V 8 , (2) 

where 6*00 is the constant flux and F = pr'^ (r is the normalized radial di­
stance from the base of the atmosphere and a is the inflnitesimal flux tube 
expansion factor: (T=0, 2 in a plane and spherical atmosphere respectively). 
One may then deflne the transmission coefficient across an atmospheric layer 
bounded by regions of constant Alfven speed by applying the boundary con­
dition that only an outward propagating wave should exist above the layer 
in question: T is then given by T = Soo/S'Q ^ where 6*00 coincides with the 
energy flux carried by the outwardly propagating wave, while S'Q is the ou­
tward propagating energy flux at the atmospheric base. Note that for waves 
of frequency uj and wavevector k = uj/Va, eq. (1) becomes, after elimina­
tion of the systematic amplitude variation of z^ through the renormalization 
z ± = p V S ± , 

z±'Ttkz^-^^'^z^=0, (3) 

(a prime denotes differentiation with respect to r). With the propagation 
equation written in this form, it becomes obvious that the relative importance 
of reffection (the term coupling of 2;+ and z^) and propagation are determi­
ned by the non-dimensional ratio e„ = \k'/2k'^\ = \Vj2uj\. Vefli (1993) [4] 
discusses the properties of eq. (3) in detail, and develops a general formalism 
for obtaining approximate analytical solutions by dividing the region of pro­
pagation into intervals where Ca < I (propagation dominates over reffection), 
and regions where Ca > I (reffection dominates). An important point to re­
call is that for very long wave-length waves propagating over a region with 
varying Alfven speed the transmission coefficient may be simply written as 

" (Ki + Kr)2 ' ^ ^ 

where Vai^r indicate the Alfven speed on either side of the layer. 
For an isothermal, static, spherical corona and a radial magnetic ffeld the 

Alfven speed depends on radius as 

K = ^ e x p ( - 1 - - ), " = ^ - 7 ^ . l < r < o o , 5 
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where Cg is the isothermal sound speed, RQ the coronal base radius. The 
parameter a, for the sun, typically lies in the range 4 < a < 15 for coronal 
temperatures between 8.0 10^ — 3.0 10^ °K. For this family of profiles, the 
Alfven speed first increases exponentially, has a maximum in r = a / 4 and 
then decreases asymptotically as Va ^ r^^. The general behaviour of T may 
be gleaned from the low frequency approximation eq. (4) if one is careful to 
remember tha t the thickness of the reflection-dominated layer depends on the 
frequency and extends from r = 1 (for frequencies such tha t e(r = 1) <C 1 to 
the distance r^ where e = 1. Writing Q = ujRo/Vao one has 

e = 1 ^ 1 2 - l / r ^ e x p ( a / 2 ) . (6) 

In other words the corona becomes transparent to Alfven waves at a distance 
r^ c:^ exp(a /6) i7^^ /^ , where the value of the Alfven speed is 

K = K o ^ ' / ' e x p ( ^ ) . (7) 

Substitution into eq. (4) then shows tha t transmission for very low frequen­
cies should increase like i?^/^, reach a maximum where Va = Vao and then 
decrease again as 

12-2/3^ This was shown in [4], where the value of the trans­
mission at the maximum was computed both numerically and analytically (its 
value is not 1, but about 0.6). The above result holds t rue provided a is large 
enough (a > 8) so tha t the region where the Alfven speed reaches a maximum 
(and where propagation always dominates) is small enough (in fact, it is the 
presence of the maximum and hence of two distinct non-propagating regions 
on either side of the maximum to yield the factor 0.6 mentioned above). For 
smaller values of a one only sees a monotonic increase of the transmission 
with frequency going as 

122/3 ^ PQJ, ĵ̂ g 
range of temperatures compatible with 

the solar corona wave periods below 15 minutes are completely t ransmit ted, 
and even for periods of a few hours transmission is above 50%. 
2.2 P r o p a g a t i o n in t h e Solar W i n d 

In the above discussion the presence of the solar wind, which becomes fun­
damental above a few solar radii. In this case the wave propagation equation 
becomes ([5]), 

^ + (U ± V„) • Vz± + zT • V ( U T V„) + ^ ( z - - z+ )V- (V„ T ^ U ) = 0, 

(8) 

where U is the average wind velocity. The wind and Alfven speed proflles 
corresponding to the previous isothermal atmosphere are now (introducing 
the mach number M = U/Cg) 

( M - ^ ) M ' = ^ - ^ , K = K o / r ( t / / t / o ) ^ / ^ . (9) 
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For waves propagating in the wind, the energy flux is no longer conserved 
since the wave pressure does work in the expansion. The wave-action however 
is still conserved, 

^ + - ^ - = ^00, S^ = F^^^^P^\z^\y8, (10) 

where F is the geometrical factor deflned previously. With a conserved flux (in 
this case the wave action) one can still associate a transmission coefficient as 
long as there is a position where there is no "inward propagating" wave. Prom 
eq. (10) it follows that the inward flux vanishes at the Alfvenic critical point 
where the solar wind speed equals the Alfven speed, so that T = Soo/S^, 
where now however the wave action flux is determined by the amplitude 
of the outwardly propagating wave at the critical point as 6*00 = 5*+ = 
F|z+|^/2. Remarkably, the transmission T for moderate to high frequencies 
in this case parallels the static computation exactly, and the conclusions of 
the previous paragraph remain valid. At the lowest frequencies instead one 
flnds a transmission coefficient which is signiflcantly enhanced. This may 
be understood by rewriting eq. (8) in the low frequency case in terms of 
y± = (U ±Va)z±: 

which has the two solutions (as in the static case) y+ = ±y^. Imposing that 
y^ vanish at the critical point then gives ([5],[6], [7]) 

and the subscript denotes quantities calculated at the Alfvenic critical point. 
For the low frequency limit of the transmission we obtain 

y 4t/oKo z+l 4KoKc 

{Uo + Vaorz+l (Ko + K c ) ' ' 

Thus we see that it is possible to have perfect transmission at low frequencies, 
if the Alfven speed at the coronal base and the critical point are 'tuned' close 
to the same value. We remark that the above result is independent of the 
position of the coronal base, provided the geometry allows for the propagation 
of a pure Alfven-type wave. 

The meaning of the transmission coefficient into the wind requires some 
discussion however since we have seen that it is calculated exactly at the 
Alfven critical point. Beyond this point both "inward" and "outward" modes 
are carried together outwards because the wind speed is greater than the 
mode propagation speed, so that in this sense it is a good deflnition. However 
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it is not t rue tha t at greater distance the amphtude of the inward mode 
vanishes, on the contrary, the normahzed cross-hehcity 

I 2 _ 2 
X — X 

^c = ~r}-, 2 (12) 

which in the static case is by definition equal to one when there is only an 
outward propagating wave (in which case the specific energy in velocity and 
magnetic field fluctuations is the same) continues to evolve. In the spherically 
expanding case, the behaviour of ac beyond the critical point depends on 
the frequency. This may be seen using a particularly simple model for wind 
velocity and Alfven speed at large distances: U = Uoo, a constant, so the 
radial Alfven speed goes as Va = Vaoo/r. Equation (8) may now be rewritten 
as 

(t/oo ± ^ ) z ^ ' - «^i?o^± + ^,{z+ + z-){U^ T ^ ) = 0. (13) 

An eikonal expansion which treats the boundary condition at the critical 
point correctly (see e.g. Barkhudarov (1991) [8], Velli et al. (1991) [9]) then 
shows tha t at large distances 

z+ c, -({1 - 4u;^V;^^Rl/U^y - 2iu;V,^Ro/U^\ z-+0{l/r)z-. 

(14) 

For all frequencies greater than UJQ = U'^/2VaooRo the normalized cross 
helicity ac increases with distance beyond the Alfven critical point to a 
frequency-dependent limiting value which tends to one at high frequencies 
as f — (ujo/uj)'^. At frequencies below UJQ however ac decreases with distance 
and tends asymptotically to 0, i.e., we have total reflection at infinity. This 
critical frequency has a straightforward physical interpretation, in terms of 
the relative strength of the wave coupling and gradient, or rather expansion 
effects. An Alfven wave is a coupling of transverse magnetic and velocity 
fluctuations in which the underljdng field-line tension provides the restoring 
force. In the presence of a wind, the equations are modified by the outward 
flow, but the angular momentum and magnetic flux must be conserved. This 
translates into the appearance of a decaying term in u/r for the transverse 
velocity fluctuation u in the momentum equation, and a decaying term b/r 
for the transverse magnetic field b in then induction equation, which disap­
pears if b is renormalized with the square root of the density (i.e. one writes 
it in terms of the transverse alfven velocity 6 = 6/ \/{4:Trp) as was done earlier 
in defining the Elsasser variables). The equations for the fluctuations then 
become 

—- + UooU 6 H u = 0, (15) 
at J, J, 
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^ + t / o o 6 ' - — « ' = 0, (16) 
ot r 

which are the same as eq. (13) where we have neglected the gradients ol the 
Allven speed with respect to the divergence ol the bulk velocity field in the 
last term in parentheses ol eq. (13). 

At large distances and to lowest order oscillations with Irequency uj have 
a wave-number given by kRo = UJ/UOO (first two terms in eqs.(15,16). II the 
Allven speed is vanishingly small (i.e. low-frequency oscillations) the magne­
tic and velocity fields are decoupled entirely the transverse velocity decays 
as M '--' 1/r while the magnetic field is constant. This translates into a cross-
helicity which tends to zero at great distances. II the Allven speed is not 
negligible, one may substitute for the terms ol type Vaoob'/r the value ob­
tained with the wave-number kRo to get VaooRo^b/Uoor. This term depends 
on r in the same way as the angular momentum conservation term Uoou/r 
in eq. (15), the relative magnitude ol the two being given dimensionally by 
ujVacaRo/U^ = LOJ'ILOQ. Therefore, for frequencies much larger than the cri­
tical one, the Allvenic coupling is important, and in this regime M, 6 are 
constrained to evolve together (i.e. refiection may be neglected), both fields 
decaying asymptotically u^h ^ \l\flr'). For frequencies below the critical 
one, the fields ol course decouple as shown more rigorously by the expansion 
eq. (14). 

The critical frequency is a number ol some importance: in the high-speed 
solar wind streams, where U c:± 800 km/sec, and assuming a typical value for 
the Allven speed V^ — 50 km/sec at i? = 1 AU, we obtain LO{) C:± 4.27 lO^^sec, 
corresponding to a period ol about 41 hours. This is quite a long period, 
while Allvenic turbulence is seen at periods substantially lower, from several 
hours to a few minutes, and indeed the specific energy in this range appears 
to lall as r^^, which is consistent with u,b ^ VV^-

We have seen that some aspects ol the turbulence observed in the wind 
are consistent with a fiux ol Allven waves ol coronal origin. On the other 
hand, the origin ol the spectrum, and its evolution, remain mysterious. In 
the next section we briefiy investigate the possible origin ol the waves below 
the corona, where the stratification becomes stronger and geometry more 
complex. Correspondingly, our discussion will be more qualitative. 

3 Observations of Alfven Wave Generation 

In searching for the solar source ol the outward propagating wave fiux one 
must rely mostly on observational diagnostics based on velocity rather than 
magnetic field fiuctuations, given the difficulty of measuring fields above the 
photosphere. The solar atmosphere abounds with dynamic phenomena that 
could either be a source of waves or the direct consequence of wave generation 
below, for example spicules and macrospicules which are ubiquitous outside 
active regions. 
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Spicules are jets of material seen in HQ, outlining the chromospheric net­
work, with diameters of about 10^ km, that extend up to 6 10^ — 10** km 
in the corona. Their lifetime is of order 5 — 10 min, vertical velocities are 
typically v^ ::; 20 — 30 km/sec and the jets are observed to fade out, diffuse 
or fall back down. Characteristic electron temperatures and densities are of 
order Tg c:^ 1.5 10'*K, Hf, — I — 2 10^^ cm^^. Observations by Pasachoff et 
al.(1968) [10] and subsequently Cook (1991) [11] seemed to show torsional 
motions in spicules, possibly up to speeds of order 50 km/sec. 

Macrospicules are larger versions of Ha spicules with diameters up to 10** 
km, that extend higher up, from 2 — 4 10** km into the corona, have longer 
lifetimes, up to about 45 min, and higher vertical velocities, up to about 150 
km/sec. They are seen in lines formed between 6 10** K and 3 lO^K and in 
radio observations (6 cm) where they appear to tilt and expand at their tops. 
Macrospicules seen in the EUV are associated with Ha macrospicules, and 
may be associated with coronal X-ray bright points. Pike and Harrison (1997) 
reported observations of a macrospicule using the CDS instrument on SOHO 
and found relative Doppler velocities of up to 150 km/sec in OV emission, 
which they interpreted as an outward flow possibly accelerating into the solar 
wind. 

Pike and Mason (1998) [13] found that CDS macrospicules observed on 
the limb show red and blue shifts on opposing sides of the macrospicule axis. 
The estimated velocities are just about symmetric with respect to the axis 
and increase from 0 — 10 km/sec at the surface to about 20 — 50 km/sec at 
heights of 1.5 10** km. They interpreted such structures as rotating features, 
with rotational velocities increasing with height, possibly superimposed on 
an overall axial plasma acceleration. As to the structure of the rotating jet, 
observation of a dark lane in the OV emission lead them to conclude that 
it is made of a cooler material core (presumably emitting in Ha) surroun­
ded by a transition region sheath of hotter material. The authors suggested 
the reconnection of emerging twisted flux tubes with pre-existing flelds as 
the cause for the formation of such "tornadoes", along the lines of work re­
viewed in Shibata (1997) [14]. A twisted magnetic loop reconnecting with an 
open fleld line and unwinding does so principally by emitting torsional Alfven 
waves. However, such waves are also generated directly by photospheric tur­
bulent velocity flelds and the waves may only difler in the overall duration of 
individual packets as well as intrinsic frequencies excited. 

The propagation of waves generated in the photosphere/chromosphere up 
through the transition region and corona has been the subject of extensive 
investigations in both linear and non-linear regimes (see, e.g. [15]). A linear 
wave propagating upwards from the photosphere suflers signiflcant reflection 
in the higher chromosphere and transition region, if one assumes horizon­
tal homogeneity and the radial density stratiflcation described by standard 
one dimensional models of the solar atmosphere: in this respect, generation 
via magnetic reconnection at transition region heights would circumvent the 
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transmission problem by shifting the generation height of the waves to the 
corona, where we have seen that transmission is not a problem, as well as crea­
ting higher frequency waves as will be shown below. On the other hand, the 
stratification in magnetic regions of the solar atmosphere probably deviates 
significantly from the one described above, so that the Alfven velocity gradi­
ent as observed while moving upwards within a thin expanding photospheric 
flux tube could be significantly weaker than the corresponding gradient in the 
weakly magnetized atmosphere outside the flux tubes, allowing a significant 
energy flux to enter the corona. 

Shibata and Uchida (1986) [16] first proposed the reconnected, untwisting 
jet mechanism for the solar atmosphere and carried out 2D cylindrically sym­
metric simulations of a two-temperature atmosphere (representing the chro­
mosphere and corona) with gravitational stratification. They started with a 
field twisted in its inner core extending from the chromospheric layer into the 
lower corona. As the twist is released it creates a jet propagating upwards 
and fanning out with height, attaining speeds that are a significant fraction of 
the ambient Alfven speed, when the twist of the initial tube is high (i.e., they 
always considered azimuthal field strengths of the same order of magnitude 
or larger than the axial field strengths). 

HoUweg et al. (1982) [17] and subsequently Hollweg (1992) [15], carried 
out detailed ID simulations of the propagation of a torsional pulse (of 90 
second duration) within a fixed axially symmetric magnetic field geometry, 
and observed the formation of a fast and slow shock as the pulse propaga­
ted upward, as well as reflection at the transition region and upwelling of 
the latter, which was tentatively interpreted as formation of a spicule. More 
recently, Kudoh and Shibata (1997) [18] carried out a ID simulation similar 
in spirit, but with a continuously varying random azimuthal velocity at the 
base of the flux tube. 

The given flux tube geometry is such that the flux tube expands from a 
280 km width, 1600 G field intensity in the photosphere, to a diameter of 
4 10^ km, with a 7.8 G field intensity in the corona, while the photospheric 
density is 3 10^^ g/cm^ and falls to 10^^^ g/cm^ in the corona. As a result, 
the Alfven speed varies from 8.25 km/sec in the photosphere to 695 km/sec 
in the corona. The initial rms photospheric azimuthal velocity of ::; 1 km/sec 
becomes an rms velocity of c:^ 20 km/sec in the corona, a factor of 5 less 
than expected from a WKB (0 reflection, conserved energy flux) estimate of 
the velocity. The variations in amplitude of the driver, combined with the 
background stratification, create a wave associated force which drives a slow 
(sound) wave upwards as well as a jet. The rms axial coronal velocity is 
found to be 9.62 km/sec. The azimuthal forcing drives the transition region 
upwards from 2 10^ km to 5 10^ km and higher. Concerning the time-scale of 
the driver, the variations in azimuthal velocity were composed of a rapid (less 
than 1 minute period) variation superimposed on a more regular 5 minute 
oscillation of 2 km/sec amplitude. 
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Although the calculated coronal velocities are of the correct order of ma­
gnitude for observed spicules, the flux tube model used may underestimate 
the transmitted power. The reason is that a 1600 G flux tube is close to equi-
partition with the photospheric pressure, and must therefore be signiflcantly 
evacuated. If this is the case, the Alfven speed in the tube is much higher than 
the estimate given above, and therefore the overall Alfven speed gradient is 
greatly reduced, allowing for improved wave transmission. This implies that 
20 - 40 km/sec speeds in the corona might result from photospheric velocity 
flelds with an rms amplitude well below 1 km/sec. 

Consider now the characteristics of an Alfven wave generated by reconnec-
tion: if a twisted flux tube of radius r and length L emerges with a winding 
angle N = LB^/2iirBz > 1, (where B^,Bz are the poloidal and axial ma­
gnetic flelds respectively), and reconnects, a wave-packet with typical period 
T = L/NVa and overall duration T = L/Va is emitted. One may estimate 
dimensionally the amplitude of the wave to be the greater of B^, RcB^/L 
where Re was the original curvature of the emerging flux tube. For reconnec-
tion to be considered as a trigger type process, it must occur on a timescale 
not appreciably greater than the times mentioned above, which for a length 
of order 10^ 10** km and Alfven speeds in the range Va ^ 10^ 10^ 
km/sec translate into T '--' 10 — 100 sees. This is close to the wave peri­
ods considered in the papers described above, and is within the time frame 
of spicules and chromospheric jets. Macrospicules however last appreciably 
longer, and one must invoke either much longer flux tubes (unlikely) or a 
very slow reconnection rate to increase T. An alternative may be given by 
the dynamics of photospheric vorticity 

Photospheric supergranulation flows concentrate magnetic flux at the net­
work boundaries, where the resulting flux tubes exceed dynamic pressure 
equipartition and are close to evacuation pressure balance. Vorticity obeys 
the same equation as magnetic induction, and it is therefore plausible that 
vorticity and magnetic flux concentrations coincide. Vorticity fllaments are 
the natural dissipative structures of 3D hydrodynamic turbulence and are 
observed to form in simulations of the solar convection zone [19]. Simon and 
Weiss (1997) [20] have given several examples of vorticity sinks, associated 
with photospheric downdrafts, at mesogranular scales. They flt the observed 
vorticity with a proflle 

cu{r) = (V/R) exp(-rVi?^), 

where V is the characteristic rotational velocity associated with the vortes, 
and R their characteristic radius. A tjrpical photospheric vortex lasts several 
hours and takes about two hours to develop. The strongest vortex they ob­
served had |ct;| c:^ 1.4 10^^ sec^^, a size R c:^ 2.5 10^ km and a maximum 
azimuthal velocity of order 0.5 km/sec. Such a vortex would produce an 
Alfven wave packet, as the magnetic fleld lines are entrained by the rota­
tional motion, whose frequency is given by the vorticity itself, and duration 
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coincides with the life of the vortex. It is an intriguing coincidence that the 
lower bound of the so called Alfvenic range of turbulence in the solar wind 
resides at frequencies comparable to the intensity, i.e. vorticity or frequency, 
of the vortex filament found above. 

We have compared the typical characteristics of reconnection generated 
Alfven waves with those which should arise naturally above photospheric 
downdrafts with associated vorticity sinks, and have shown that the latter 
typically have longer durations and lower frequencies than waves emitted 
during reconnection processes. The macrospicule jet would in our scenario 
be associated with the establishment of a vorticity sink, which could howe­
ver last much longer than the associated macrospicule. The macrospicule jet 
might decay, depending on the details of the magnetic geometry and ther­
modynamics, even though torsional Alfven waves are being emitted until the 
vortex filament disrupts. This is because the spicule is associated with the 
initial piston provided by the development of the Alfven wave packet (as will 
be described in the next section) as the vortex filament develops. Depending 
on the overall geometry (i.e. the nozzle shape) and temperature profile, such 
a jet might never reach a stationary state or provide the source of a "funnel 
wind flow" as envisaged by Tu & Marsch (1997) [21]. From a numerical point 
of view, simulations of Alfven waves generated by a discrete set of vortex 
fllaments with a somewhat simplifled description of the photosphere, chro­
mosphere and transition region in 2 and 3 dimensions are also being planned 
to provide a quantitative evaluation of the ideas described here. Initial re­
sults are presented in the next section. From an observational point of view, 
it would clearly be of interest to determine the photospheric velocity flelds at 
the same time and place where a macrospicule is occurring, to verify whether 
or not an association with vortex fllaments exists. 

4 Non-linear Propagat ion in the Lower Atmosphere: 
Parametr ic Decay and Filamentation 

We have seen how large amplitude Alfven waves might play an important 
role also in the lower solar atmosphere, contributing to the formation of spi­
cules and fleld aligned jets. In a homogeneous medium, such waves represent 
an exact solution of the MHD equations, provided the total magnetic fleld 
intensity is a constant. However, such waves may be unstable to decay proces­
ses in which the energy is gradually transferred to compressible fluctuations 
and daughter Alfven waves, so that the initial state tends to be destroyed, 
provided some initial random noise is present in the system. Compressible 
fluctuations are typically subject to stronger damping rates than the incom­
pressible Alfven wave, and this may be an important channel for the heating 
of an extended atmosphere, if indeed the decay instability, which is a reso­
nant process, can be shown to survive in the much less idealized situations 
of incoherent wave-trains especially for low values of /3 = Cj/V^ (as was 



Turbulence and Waves in the Heliosphere 209 

shown in an overall periodic geometry by Malara & Velli, 1996 [22]) propa­
gating in a stratified medium. In the following paragraphs we will show how 
stratification modifies the decay process both for coherent and incoherent 
wave-trains in an open geometry i.e. in an atmospheric section with non-
reflecting boundary conditions on both sides. The instability is still present 
both in the homogeneous and stratified case, and, in two dimensions, leads 
to a strong density filamentation in directions perpendicular to the direction 
of wave propagation. 

Consider a flux of Alfven waves propagating upwards through a section of 
the solar atmosphere, which for simplicity we shall consider isothermal. Let 
z denote the vertical axis (to be identified with the radial direction), along 
which there is an average uniform magnetic field BQ . If the propagating Alfven 
wave is of sufficiently high frequency, the WKB approximation holds and in 
this limit the equations for the average atmospheric structure read 

= -(m (17) 

(18) 

here g is the gravitational acceleration while B ^ is the wave magnetic field. 
The static density profile is modified by the contribution of Alfven wave pres­
sure, which is determined self-consistently via the requirement of conservation 
of net energy flux. 

Eqs. (17, 18) are valid only if the wave is spherically polarized, i.e. if 
locally, on the scale of the wave, the magnetic field fluctuation is constant in 
absolute value, otherwise the perturbed magnetic pressure arising from the 
wave would drive compressible motions at twice the wavenumber of the Alfven 
wave (the initial perturbation of the atmosphere created by the generation 
of such an Alfven wave could be related to the formation of spicules , but a 
systematic parametric study of such a process has yet to be carried out). In 
other words, we write 

B' (z, t) = B ^ l cos[A;o(z - Kt)]e^ + sin[A;o(z - Kt)]ey}. (19) 

The density, pressure and field-aligned velocity fluctuations thus vanish to 
lowest order while the perpendicular velocity field satisfies 

However, at first order in the parameter e = Vagji^oj^Cl), (LOQ = koVa), 
which is assumed to be vanishing in WKB, one must include the reflected 
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Fig. 1. Profiles of tlie y component of tlie fluctuations clockwise from top left, 
mother Alfven wave, backscattered Alfven wave, compressive velocity fluctuation 
and density fluctuation, at saturation for the monochromatic, homogeneous, case. 
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mother Alfven wave, backscattered Alfven wave, compressive velocity fiuctuation 
and density fiuctuation, just before the development of decay, in the monochromatic 
stratified case. 
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Alfven wave (Velli et al. 1989) [23] which, though obeying a relation of type 
(4) with opposite sign, propagates in the same direction as the mother wave, 
with a 7r/2 phase shift, and amplitude e times smaller. Since the growth rate 
of the parametric decay instability is proportional, in the small (3 limit, to 
the mother wave amplitude, and generates a backscattered Alfven with nor­
mal phase characteristics, it is unclear a-priori how a moderate stratification 
will affect the mode coupling. One may carry out a linearization of the MHD 
equations around the basic state "stratified atmosphere + upwardly propa­
gating Alfven wave" to obtain a local dispersion relation which is a sixth 
order polynomial in uj for given k and not especially transparent . Another 
way to attack the problem is to consider numerical simulations of an upward 
propagating Alfven wave in a noisy medium, where because of the stratifica­
tion the usual periodic boundary conditions are not permitted. As a result, 
we may also follow the instability into its nonlinear phase and saturation. 

We have developed a one- and two-dimensional compressible MHD simu­
lation code (periodic, pseudo-spectral in the direction perpendicular to the 
radial, compact finite differences in the radial direction, third order Runge 
Kutta time advance) which uses a non-singular formulation of projected cha­
racteristics along the radial direction to impose transparent (non-reflecting) 
boundary conditions at the outer boundary and an influx of Alfven waves 
at the lower boundary. Because of the vertical stratification, it is in gene­
ral impossible to have perfect transmission of sound waves at the upper and 
lower boundaries of the numerical domain, because of the contemporary re­
quirement of maintaining an on average constant density at one of these 
boundaries. If one did not constrain the density in any way, the perturbation 
introduced by the upcoming Alfven wave would cause the density to slowly 
drift away from its initial value leading either to a secular increase or decrease 
of mass in the box. On the other hand, imposing the density leads to strong 
reflection of sound waves. A practical way to avoid this problem is to intro­
duce a force in the continuity equation at the lower boundary, proportional 
to the deviation of the density from its average value and with a time con­
stant much greater than the wave-periods of interest. This guarantees that 
over long time scales the density will tend to return to its mean value while 
at the same time allowing waves with sufficient frequency an almost perfect 
transmission. 

Consider first ID simulations, with no stratification. Here one expects the 
decay instability to occur, though with slighlty different conditions because 
of the non-reflecting boundary conditions imposed. In Fig. (1) we show the 
profiles of the mother Alfven wave, the backscattered Alfven wave, and the 
fluctuations p, v^ just before saturation. The amplitude of the mother waves 
is 1/5 that of the background magnetic field BQ (Bo=4fO km/sec in velo­
city units, while the plasma (3 = 0.1). Notice how the backscattered Alfven 
wave has vanishing amplitude at the outer boundary and how this increases 
towards the base, while the compressible fluctuations have steepened into a 
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t rain of shocks. Notice also how the backscattered wave has a frequency close 
to half the mother wave frequency (a characteristic feature of parametric 
decay). The length of the box is / = 9. 10** km and the the wave period is 
To = 40 sees. 

Let us now introduce the gravitational stratification, which in adimensio-
nal units {g = 8e, with e defined above) is g = 0.025. In Fig. (2) we show 
a snapshot of the same field quantities though at a much shorter time, just 
as the decay instability is about to develop. One may observe how the wa­
velength increases with height, and the phase-shift of the reflected daughter 
wave. At longer times, parametric decay takes over, the behaviour of the rms 

3 

Fig. 3. Rms density fluctuations as a function of time, showing the evolution of 
parametric decay with moderate stratification. 

density fluctuation being shown in Fig. (3). A clear, exponential increase in 
density fluctuations occurs between t = 10. and t = 30 after which nonlinear 
saturations occurs, leaving an rms density fluctuation of around 35%. The 
fleld proflles after saturat ion are shown in Fig. (4); notice the slightly different 
proflle, with respect to the homogeneous case, of the steepened compressible 
fluctuations, and the usual behaviour of the backscattered wave. 

Numerical simulations with the same non-monochromatic Alfven waves 
considered in [22] yield very similar results to those presented above. In order 
to get a better, more realistic understanding of the effect, a limited number 
of simulations in two dimensions have also been carried out, with both mo­
nochromatic and non-monochromatic spectra in stratifled and non stratifled 
atmospheres. Though the linear growth rates are comparable, the fleld pro­
flles change signiflcantly in tha t the wave proflles, initially homogeneous in 
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Fig. 5. Surface plots of density fluctuations and compressible velocity Vz for the 
two dimensional simulation, with no gravity, at saturation, the box width is equal 
to box length. 
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Fig. 6. Surface plots of density fluctuations and compressible velocity Vz for the 
two dimensional simulation, with gravity, at saturation, the box width is equal to 
box length. 

the transverse direction, develop a strong filamentation (as partly expected 
on the basis of doubly periodic simulations, Ghosh et al. 1993 [24], as well as 
studies of wave collapse in dispersive MHD, Champeaux et al. 1997 [25]). 

An example is demonstrated in Fig. (5), for the monochromatic, homoge­
neous case. The introduction of gravitational stratification changes the shape 
of the fields somewhat. Fig. (6), but the main effect is to cause reflections 
of the fast magnetoacoustic part of the daughter waves, leaving a transverse 
structure dominated by anti-correlation of magnetic and kinetic pressures. 
Although a detailed study of the parameter space is required, our simulati­
ons clearly seem to indicate that parametric coupling could be a very impor­
tant process in the transformation of energy from the Alfven wave channel 
to compressible channels, leading to faster, distributed dissipation. A flux of 
Alfven waves could also be responsible for the development of very fine scale 
structures in density orthogonal to the magnetic field, structures whose pre­
sence has been identified via radio sounding measurements (Woo and Habbal, 
1997 [26]). 
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5 Alfven Solitons in the Solar Wind 

It has often been suggested that solar wind Alfvenic turbulence might be 
interpreted as a collection of solitary waves propagating away from the sun. 
Recently Buti et al. (1998) [27] have studied how such modes, exact solu­
tions of the DNLS equation, evolve within the framework of the dispersive 
Hall-MHD system of equations. The DNLS is derived from Hall-MHD in the 
limits of ratio of kinetic to magnetic pressure (3 > 1 or /3 < 1, neglecting 
higher order terms above cubic nonlinearities. In an effort to apply a similar 
kind of analysis to the evolution of Alfven waves in the solar wind, Buti et al. 
(1998) [28] have incorporated the effects of a spherical background wind into 
the weakly nonlinear DNLS type development, deriving a modified DNLS 
equation which does not appear to have soliton solutions.The numerical si­
mulations presented in [28] showed that soliton type initial conditions evolve 
into fairly well developed spectra for the transverse magnetic fields as well as 
the densities. 

In a more realistic situation, soliton initial conditions must evolve both 
because of higher order nonlinearities as well as any background inhomoge-
neity introduced by the combined effects of gravitational stratification and 
the solar wind. To understand such processes simulations of soliton evolution 
both in the Hall-MHD system and the Expanding Box Hall-MHD system 
were carried out ([30], [29]), to ascertain the relative importance of neglected 
nonlinarities and background inhomogeneities. The expanding box framework 
consists in modeling the overall solar wind expansion in the spirit of the final 
part of section 2, in the sense that a constant solar wind flow speed is conside­
red and one follows a plasma parcel advected by the wind. Locally, the plasma 
is considered homogeneous, and the overall large scale spatial inhomogeneity 
is recovered via a time dependence of the average densities, magnetic fleld 
etc. in a way consistent with conservation of mass flux, magnetic flux, and 
angular momentum. The scaling laws presented earlier for linear waves are in­
deed recovered in simulations with small amplitude waves. Such WKB effects 
are fundamental for small amplitude solitons as well, while for larger ampli­
tude solitons the solar wind expansion effects on the wave-forms are negligible 
compared to what occurs naturally in the "homogeneous" Hall-MHD system. 

To understand the effect of solar wind expansion on a soliton propagating 
away from the sun, one must flrst compare the time-scales over which such a 
soliton evolves due to the higher order nonlinearities in the Hall-MHD system 
with the typical expansion time (denoted TI^I^, TE respectively). Clearly, the 
flrst time-scale must depend on the soliton amplitude, while the second is 
given essentially by the transport time in the solar wind. To obtain a quan­
titative measure of the evolution time TNL we have carried out a series of 
simulations using a spectral code to solve the homogeneous Hall MHD sy­
stem of equations in one spatial dimension x, the direction of propagation, 
which we take to coincide with the mean fleld direction (times are normalized 
to the cyclotron time and the soliton amplitude to that of the mean fleld). 
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In the subsequent runs in the expanding solar wind this also coincides with 
the radial direction from the sun. 

The soliton initial conditions {hy + ih^ = B±) are given by 

( V 2 - l ) g 5 , e » ^ ( ^ ) 

(A/2cosh(2V5x) - l)i 

where Bg is the overall envelope amplitude, 

3 

B^{x,to) (21) 

e{x) = -Vsx + 
8 ( 1 - / 3 ) 7 -

B I r dx' 
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is the phase, and 
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is the sohton speed in a frame of reference moving at the Alfven speed based 
on the background magnetic field (which in the units presented is BQ = 1). 
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Fig. 8. Soliton disruption times as a function of soliton amplitude {Sh/3 = Bs) for 
values of plasma /3 (a) /3 = 0.05, and (b) /3 = 0.3 
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The evolution is best followed in a frame of reference moving with the 
soliton speed Vg, so tha t in the absence of evolution all fields in the simula­
tion would remain constant. To determine how TNL scales with the envelope 
amplitude Bg one must define the time-scale for the soliton initial condition 
to break up unambiguously: the adopted choice here is to define TNL as the 
t ime after which the L2 (i.e. square-integral) measure of the change in the 
density, compared to the original L2 measure of the density fluctuation, has 
become significant, i.e. the ratio has reached say 50%: 

. c 2 Jdx'{p{x',TNL)-p{x',0)f 

"̂^ • ^p = jdx'p{x',or = ''̂ " '̂'̂  
The code uses a pseudo-spectral (Fourier) method and resolution typi­

cally in the range 512 to 2048 (depending on amplitude of the soliton), with 
resistivity and viscosity adapted to the grid. Fig. (7) shows the density and 
transverse magnetic field profiles at initial and final times for a low f3 va­
lue f3 = 0.05, together with the time dependence of the integral ratios eq. 
(22) calculated for both density and magnetic field. For the magnetic field, 
our quadratic measure increases more gradually in time because of the do­
minance of the main Alfvenic propagating part of the disturbance, which is 
lacking for density fluctuations. However, it does not alter the scaling de­
pendence of TNL, which is the same when calculated on the magnetic fields. 
The scalings of Tpfi^ bo th for low values of /3 = 0.05 and a moderate value of 
f3 = 0.3 are shown in Fig. (8) (a,b); in bo th scaling which is very close 

to TNL ^ Bj^, the time it takes for the first neglected term in the DNLS 
expansion to become 0 ( 1 ) , is recovered. 

The spectra of magnetic field and density at different times in the homo­
geneous Hall-MHD runs are shown in Fig. (9a,b), for normalized amplitudes 
typical of those expected to occur at an initial distance i? = 0.1 AU from 
the sun. Consider now simulations which include the overall solar wind ex­
pansion effects on the Hall-MHD system. The numerical model, known as 
the Expanding Box Model, has been extensively described elsewhere [29]. In 
this model one follows a plasma parcel as it is advected by the wind. I t 's 
transverse dimensions therefore increase in time while the threading magne­
tic field and transverse velocity fluctuations decrease in time in accordance 
with conservation of magnetic flux and angular momentum. This is the mini­
mal set of requirements for the behaviour of simple waves to correctly follow 
the well known W K B decay laws as they propagate away from the sun. The 
parameter which sets the relative magnitude of expansion effects, expressed 
in our t ime unit, which is the cyclotron period at i? = 0.1 from the sun, is, 
for a high speed stream, 

e = • ^ 7 ^ ^ 6 . 2 5 1 0 - ^ 
ito iici 

an extremely small number (which is one of the reasons an Eulerian simu­
lation of the expanding solar wind including kinetic effects exceeds present 
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Fig. 9. Magnetic field and density spectra for the low /3 run and no expansion (a,b) 
top panels left and right, and for the same initial conditions but taking the solar 
wind expansion into account (c,d), bottom panels left and right. 

capabilities). In our simulations the importance of the expansion effects are 
increased by a factor of about 3, to 2 10^^, to reduce the duration of the 
simulations carried out. 

The evolution of magnetic field and density spectra is shown in Fig. (9c,d), 
covering a distance from 0.1 to 0.5 AU. The main effect of the expansion is to 
cause the overall wave amplitudes to decrease, in the s tandard "WKB" way, 
(i.e., the magnetic fluctuation amplitude in Alfven speed units drops as R^^). 
At the smallest scales, nonlinear effects have time to evolve the fluctuations, 
and changes in shape, and the magnetic field evolution is very similar to 
what is observed in the homogeneous case. There is however an increase in 
relative density fluctuations as compared to the homogeneous case, a feature 
which is typical of simulations in the expanding box model, and is due to 
the different effects of the wind expansion on the evolution of average and 
fluctuating densities with distance from the sun. 
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For sound waves, the conserved wave-action flux (the invariant analogous 
to the Alfven wave-action considered in previous sections), may be written 

Sc = F^^^J:f\{u±Cs5p/p)\\ 

F is the geometrical factor pr'^ deflned earlier which is constant in a sta­
tionary wind, uj the wave frequency (also constant). The ± signs refer to 
sound waves propagating to and from the sun. Recalling that the wind is 

- I / O 

substantially supersonic, the constancy of S^ implies that 5p/p ^ Cg , 
and since the wind in the expanding box cools adiabatically, relative density 
fluctuations grow with time. The reason such enhanced density fluctuations 
are not observed in the solar wind is twofold: flrst, the temperature falls off 
very slowly, which leads only to a modest growth in density ffuctuations; and 
more importantly Landau damping must occur, a mechanism not present in 
ffuid models. A flnal interesting property of the evolution with expansion is 
that it is also very similar to what is found in simulations using the inhomo-
geneous DNLS approximation [28] where the only evolution occurring arises 
from effects of the background wind. 

6 Conclusions 

In this paper some aspects of the propagation and non-linear evolution of 
Alfvenic ffuctuation from the solar atmosphere into the solar wind have been 
considered. The topics covered are by no means complete, and their selection 
has been largely due to personal interests. The most important couplings 
only touched upon here are those arising from the true 3D nature of the 
wave generation and turbulence development problem. On the other hand, 
the richness and relevance of the linear theory is often neglected by those 
interested in studying turbulence proper, and this has lead to some confusion 
over the importance of the different effects that have been, it is hoped, at 
least partly clarifled here. 

The question of the origin of Alfvenic turbulence clearly remains an open 
one, together with the associated question of how much energy is drained 
from such modes through compressional couplings as they propagate outward 
through the solar atmosphere. Such fascinating questions should come within 
the scope of a quantitative theory both thanks to full 3D simulations as well 
as the analysis of simplifled problems such as those discussed in this paper. 
In particular the question of propagation through the 3D chromosphere and 
transition region is one that we hope to address in the near future. 

Part of this work was carried out while the author held a National Rese­
arch Council-JPL Research Associateship. I would like to thank Bruce Gold­
stein, Paulett Liewer, Bimla Buti, Marsha Neugebauer, Roland Grappin for 
the many and long discussions on the topics covered in this paper as well as 
the collaborations which have led to the original results presented here. 
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Abstract. The in-situ measurements of velocity, magnetic field, density and tem­
perature fluctuations performed in the solar wind have greatly improved our know­
ledge of MHD turbulence not only from the point of view of space physics but also 
from the more general point of view of plasma physics. 

These fluctuations which extend over a wide range of frequencies (about 5 deca­
des), a fact which seems to be the signature of turbulent non-linear energy cascade, 
display, mainly in the trailing edge of high speed streams, a number of features 
characteristic of a self-organized situation: (i) a high degree of correlation between 
magnetic and velocity field fluctuations, (ii) a very low level of fluctuations in mass 
density and magnetic field intensity. These features are locally lost, in the presence 
of large scale inhomogeneities of the background medium, like velocity shears due 
to the stream structure and current sheets at magnetic sector boundaries. Such 
nonuniformities generate a coupling among different modes and tend to destroy the 
equilibrium solution represented by outward propagating Alfvenic fluctuations. The 
Alfvenicity is also reduced with increasing distance from the Sun, and this could 
be in part due to the effects of the large-scale inhomogeneity related to the solar 
wind expansion. 

The effects of inhomogeneities of the background medium on a MHD turbu­
lence have been studied, from a theoretical point of view, by a number of numerical 
models. In this paper we briefly review such models, discussing the main results 
and their limitations, and comparing with observed features of the solar wind fluc­
tuations. 

1 Introduction 

Solar wind offers us a unique opportuni ty to s tudy MHD turbulence. In 
fact solar wind represents a supersonic and superalfvenic flow, inside which 
space experiments have furnished to the scientiflc community a wealth of da ta 
(velocity, magnetic fleld, plasma density temperature etc. or also particle 
distribution functions) at a resolution which is not available in any earth 
laboratory. 

At high latitudes, the wind consists of a remarkably homogeneous (at 
least at solar minimum) flow with wind speed in the range 750-800 km/sec, 
while at low latitudes the wind flows with a speed of 300-400 km/sec. The 
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© Springer-Verlag Berlin Heidelberg 1999 
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high speed wind originates from the open magnetic field hnes in the coronal 
holes, while the low speed streams must originate from field lines adjacent to 
if not within the coronal activity belt (coronal streamers and active regions). 

The heliospheric current sheet separating the global solar magnetic pola­
rities is embedded within the low speed wind (Fig. 1). Due to the bending 

Alfven waves 

Alfven waves 

Fig. 1. A schematic view of solar wind magnetic field 

of the heliospheric current sheet, in the ecliptic plane, which represents the 
region of the interplanetary medium most widely studied by space experi­
ments, the plasma flow is structured in high and low speed streams, and is 
extremely variable. 

Inside this flow, which can be considered as a sort of wind tunnel, large am­
plitude fluctuations, with frequencies lower than the ion-cyclotron frequency, 
extend over a very wide range 

->-6 10"*' Hz <f <lHz (1) 

In analogy with wind tunnel, the time variations of these fluctuations, obser­
ved in the rest frame of the satellite are assumed as being due to spatial va­
riations convected by solar wind velocity (Taylor's hypothesis [f]). Assuming 
a solar wind velocity vsw ^ 400 km/sec it can be seen tha t the wavelengths, 
I = Vsw/f, corresponding to (f), range from 400 km to about f AU. 

All over this frequency range these fluctuations display a power law spec­
t rum 

E{k) (X k- (2) 
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with spectral indices a. comprised between 1 and 2 [2,3]. This fact seems 
to be the signature of a fully developed MHD turbulence resulting from a 
non-linear energy cascade. 

In spite of this, the fluctuations display, mainly in the trailing edges of high 
speed streams and at small scales (1mm < T < Iday), some striking features, 
which seem to show that these fluctuations are in some sense organized [4]: 
(i) a high degree of correlation between velocity and magnetic fleld fluctuati­
ons [3] 

adB 
with cr = ±1 (3) 

((5v and (5B are respectively the velocity and magnetic fleld fluctuations, p 
represents the mass density and the sign of the correlation (a = ±1) turns 
out to be that corresponding to non-linear (|(5B|/|Bo| — 1) Alfven waves 
propagating away from the Sun) 
(ii) a low level of fluctuations in mass density and magnetic fleld intensity [3] 

— c:^ c:^ tew percents (4) 
P |B| 

In the low speed streams in the proximity of solar wind neutral sheet, the 
correlation is lower, while the level of compressible fluctuations is higher. 

The discovery of the correlation (3),[3], has represented the motivation of 
a lot of theoretical work. Dobrowolny et al. [5], initially suggested that this 
high level of correlation should be due to a sort of self-organization produced 
by the natural dynamical evolution of incompressible MHD turbulence. This 
conjecture about the MHD turbulence evolution, has subsequently been con-
flrmed by rather different mathemathical techniques: numerical integration of 
statistical equations, obtained via closure hypothesis [6,7]; simplifled models 
for the nonlinear energy cascade [8,9]; direct numerical simulation of MHD 
equations in both 2D [10,11] and 3D [12,13]. 

The picture of the evolution of incompressible MHD turbulence, which 
comes out from these theoretical models is rather nice, but the solar wind 
turbulence, which stimulated all this work, displays a more complicated be­
havior. Data analysis by Roberts et al. [15,16], Bavassano and Bruno [17], 
Grappin et al. [18] shows that solar wind turbulence evolves in the reverse 
way: the correlation is high near the Sun. At larger radial distances from 1 
AU to 10 AU the correlation is progressively lower, while the level of fluc­
tuations in mass density and magnetic fleld intensity increases. The spectra 
initially flatter than a Kolmogorov's (a = 5/3) or Kraichnan's (a = 3/2) 
spectrum, increase their indices up to a = 5/3 at 10 AU. 

What is more difficult to understand is the reason why correlation is 
progressively destroyed in the solar wind if the natural evolution of MHD 
turbulence is towards a state of maximal normalized cross-helicity. A pos­
sible solution to such paradox can be found in the fact that solar wind is 
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neither incompressible nor statistically homogeneous. Some attempts to take 
into account compressibility and/or inhomogeneity of the solar wind have 
thereinafter been performed. 

Roberts et al. [16] suggested that stream shear velocity gradients should 
be directly responsible for the decrease of correlation. Moreover Roberts et 
al. [19,20] simulated the evolution of Alfvenicity (the correlation mentioned 
in (3)) near a magnetic neutral sheet, showing that in this case the decay of 
the correlation is accelerated. 

Veltri et al. [21] performed numerical simulations which show that, in a 
compressible medium, the interaction between small scale waves and large 
scale magnetic field gradients on the one hand, the parametric instability on 
the other hand, reduce the correlation between the velocity and magnetic 
field fluctuations and let develop a compressive component of the turbulence 
characterized by (5/3 7̂  0 and (5|B| ^ 0. 

Grappin et al. [22] observed that the overall solar wind expansion increa­
ses the lengths normal to the radial direction, thus producing a sort of inverse 
energy cascade which competes with the direct non-linear energy cascade. As 
a result non-linear interactions are slowed down, at least at large scales. To 
describe the effect of the solar wind expansion they have built up a numerical 
simulation where MHD equations are solved in an expanding box comoving 
with the solar wind (Expanding Box Model). The results of their simula­
tions show that, after a flrst stage of evolution, non-linear interactions are 
effectively stopped. 

In conclusion it is now clear that in a compressible and inhomogeneous 
medium there are lot of processes which may be responsible for the decorrela-
tion of the turbulence and for the development of a compressive component of 
the ffuctuations. To explain the fact that, in fast streams, the correlation lives 
longer (up to 1 AU), Veltri et al. [21] proposed that Landau damping could 
play a role in keeping the density and magnetic fleld intensity fluctuations at 
their observed low level. 

2 A Model for Alfven Wave Interaction with 
Heliospheric Current Sheet 

The scenario to explain the high degree of correlation between velocity 
and magnetic fleld fluctuations near the Sun, is now based on the idea that 
the main source of low frequency fluctuations is the Sun. In fact, Alfven 
waves propagating in opposite directions are both convected by solar wind 
only beyond the Alfvenic point, where the flow speed becomes greater than 
the Alfven speed. One should then expect that only those Alfven waves, 
which propagate outward can pass through the critical point and leave the 
Sun carried by the solar wind [3]. Also if the situation is somewhat more 
complicated [23], this explanation is widely accepted. 
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In this scenario, large amplitude Alfven waves, generated at the footpoints 
of open magnetic field lines, converge towards the heliospheric current sheet 
(see Fig. 1) where they interact with large scale inhomogeneities associated 
to the current. Since the superposition of Alfvenic fluctuations and current 
sheet gives rise to a non-equilibrium state, it is worth to study what is the 
dynamical evolution of this state and to try to compare the results with solar 
wind measurements, in order to test the suitability of the overall model. 

A two dimensional numerical model of MHD turbulence in presence of 
a large scale current sheet has been built up by Roberts et al. [20]. Strib-
ling et al. [24] performed the three dimensional extension of this model. The 
main results of these simulations can be summarized as follows: (i) the cor­
relation of velocity and magnetic fields fluctuations is progressively reduced; 
(ii) energy spectra anisotropic, with wave vectors perpendicular prevailing on 
wave vectors parallel to the background magnetic fleld, are flnally obtained. 

At variance with these studies Malara, Primavera and Veltri [25,26,47] 
considered some physical aspects of the problem of the interaction between 
large amplitude Alfven wave and heliospheric current sheet which are very 
peculiar. First of all, the nonlinear Alfvenic solution in a compressible medium 
is characterized not only by the correlation (3) but also by B^ and p both 
uniform so it is worth to study the modiflcation in this kind of solution 
due to the inhomogeneity in the background medium. The condition B^ = 
const, ensures that dynamical effects induced by the ponderomotive force 
associated with |B| spatial variations are suppressed at the initial time. This 
kind of perturbation propagates without distortion in a uniform background 
magnetic fleld, but is subject to a dynamical evolution when propagating in 
a current sheet. 

Secondly, in the simulations by Roberts et al. [20] and Stribling et al. [24], 
the authors assumed the same sign of the correlation between magnetic and 
velocity fluctuations on both sides of the current sheet. On the contrary, the 
Alfvenic fluctuations which, after starting from the Sun, follow magnetic fleld 
lines which converge on the two sides of the heliospheric current sheet, should 
propagate in the same (outward) direction on both sides of the current sheet. 
This means that they have opposite Alfvenic correlation, i.e. a must change 
sign. When we try to model this situation we are led to assume that there 
is a region inside the current sheet, where the velocity fleld is not solenoidal, 
i.e. a region where a source of compressions is present. 

2.1 Numerical Model 

The basic equations of our model are the compressible, dissipative, MHD 
equations in dimensionless form 

| ^ + V . ( p v ) = 0 (5) 
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1 ^ + (v • V)v = - - V ( p T ) + - ( V X b) X b + 4 r V 2 v (6) 
OT P P P^v 

dT 
— + ( v . V ) T + ( 7 -
OT 

^— = V X (v X b) -f-
OT 

- l ) T ( V - v ) = ^ " ^ 

—V^b 

—V^T-\ — -— - + 

+ ^ ( V X hf (8) 

where space coordinates are normalised to the typical shear length a of the 
large scale current sheet, magnetic field components b to a characteristic 
value Bo, mass density p to a characteristic value po, velocities v to the 
corresponding Alfven velocity CA = Bo/(47ryOo)̂ ^ ,̂ times T to the ideal Alfven 
time TA = a/cA, and temperature T to pnipCA'^/ks {p is the mean molecular 
weight, nip the proton mass ks the Boltzmann constant and 7 = 5/3 the 
adiabatic index). The quantities S^ and S*̂  represent respectively the kinetic 
and magnetic Reynolds numbers, while 5*̂  is the inverse of the normalised 
heat conduction coefficient. Since dissipative coefficients are very low in solar 
wind we have used for the above quantities the largest values allowed by 
computer limitations: S^ = S^j = S\/{'~f — 1) = 1400. 

The considered geometry is 2^-D: all quantities depend on two space va­
riables (x and y), but vector quantities have three nonvanishing components. 
The equations (5) - (8) have been numerically solved in a rectangular spatial 
domain D = [—i,i] x [0,7ri?^], with free-slip and periodic boundary conditi­
ons, along X and y, respectively. The x axis represents the cross-current sheet 
direction, while the y axis represents the propagation direction of the initial 
perturbation. The domain width {2£ = 8) has been chosen sufficiently larger 
than the shear length {c^ 1) while the domain length is equal to the largest 
wavelength Xmax of the perturbation in the periodicity (y) direction. The as­
pect ratio has been chosen R = 0.15 corresponding to Xmax/a = 37r/5. Using 
the Taylor's hjrpothesis [1], the corresponding frequency, in the spacecraft 
reference frame, is 

Jmin '^ \ ^ -^ \ r, • l"J 
'^max ^max ^'^ 

Assuming 2a/vsw < 12 h we find fmin > 2.4 x 10^^ Hz. Then, the lower limit 
of the spectrum in our model roughly corresponds to the lower limit of the 
Alfvenic range of the solar wind turbulence. 

2.2 Numerical Technique 

The equations (5)-(8) have been numerically solved using a 2^-D pseu-
dospectral code. The periodic boundary conditions in the y-direction allow 
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to perform a Fourier expansion with a finite number of harmonics in this 
direction. Any physical quantity / (x ,y , T) can then be expressed as 

M/2 

f{x,y,T)= ^ f^{x,T) exp[2imy/{Rl)] (10) 
m = - M / 2 

where fm{x, T) is the complex m-th Fourier harmonic of / (x , y, T), and M is 
the number of Fourier harmonics. 

In consequence of the interaction between the perturbation and the in-
homogeneity of the equilibrium, small scale structures are expected to be 
generated near the center (x = 0) of the domain D, where the inhomogeneity 
is localized. Then, an enhanced spatial resolution is required close to x = 0. 
For this reason we used a multi-domain technique: the domain D has been 
divided in two subdomains D = DiU D2, where Di = [—/,0] x [0,7ri?/] and 
D2 = [0,1] X [0,7ri?/]. 

A Chebyshev expansion along the x-direction is performed in each sub-
domain. This furnishes the highest spatial resolution at x = 0 and x = ±/, 
where the density of the Chebyshev meshpoints is the highest. At each time 
step the equations (5)-(8) are separately solved in each subdomain, and the 
continuity of any quantity, as well as of first-order space derivatives, is impo­
sed at the internal boundary x = 0, in order to fulfill regularity conditions in 
the whole domain D. 

The time dependence in the equations (5)-(8) is treated by a semi-implicit 
method [27], which is numerically stable also for relatively large time steps. 
This allows to get rid of the limitation imposed by the Courant-Frederichs-
Levy stability condition, which in the present case would be very severe, in 
consequence of the high density of Chebyshev meshpoints at the border of 
both subdomains. A more detailed description of the numerical method can 
be found elsewhere [28,29,30]. 

2.3 Initial Condition 

The initial condition is set up in order to represent an Alfvenic pertur­
bation superposed on a background medium which reproduces the main pro­
perties of the heliospheric current sheet. Direct measurement in the solar wind 
have shown that, crossing the heliospheric current sheet, the magnetic field 
rotates (changing, for instance, from an inward to an outward orientation) 
but the intensity remains roughly constant. In a similar way, the density, the 
velocity and the proton temperature remain on the average constant. 

On the basis of these considerations we have assumed that at the initial 
time the total magnetic field is given by 

b(x, y, 0) = A<e cos[(/)(y)] Or,. + sm(a)F(x) By 

+ ^1 - sin^{a)F^{x) + e^ sin^[4>{y)] e , } . (11) 
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The ftinction F{x) is defined by 

tanhx ^^_ 
F{x) = cg^^ (^2) 

tanh £ f̂— 
cosh i 

It monotonicaUy increases with increasing x, and it is consistent with the 
free-shp boundary conditions at x = ±£. 

The equihbrium magnetic field beq(x) is obtained setting e = 0 in the 
expression (11), and it models the current sheet associated to a sector bo­
undary of the solar wind. The magnetic field rotates by an angle 2a (we used 
a = 7r/4 and A = A/2) and its y component changes sign across the current 
sheet. The associated current jeg is in the yz plane and its maximum is on 
the line x = 0, where jeg is in the z direction. The current sheet width is '--' 1; 
we will refer to the remaining part of the spatial domain as "homogeneous 
region". 

The perturbation amplitude has been chosen e = 0.5, and its spectrum is 
determined by the choice of 4>{y). We used a power-law spectrum function: 

(f>{y) = 2 ^ (mA;o)"^/^(cosmA;o) (13) 

where ko = 'l-njXmaxi and we have chosen 'nimax = 32. 
The fluctuating part Sf of any quantity / is defined as 

1 rTrRi 

Sfix,y,T) = f{x,y,T) — / f{x,y,T)dy, (14) 

the solutions being periodic along the y direction. Using this definition to 
calculate the fluctuating part of the initial magnetic field (11), the initial 
velocity field is given by 

v{x,y,0)=a{x) = (15) 
y'p{x,y,0) 

with a{x) = tanh(x/(5) and S = 0.05. The expression (15) satisfy the condition 
(a) everywhere, except in a thin layer around x = 0, where a{x) changes 
sign. This choice of a{x) corresponds to a continuous change of the Alfvenic 
correlation sign from —1 to +1 . This is necessary in order to have the same 
propagation direction of the initial Alfvenic perturbation on both sides of the 
current sheet, the y component of bgg changing sign across the current sheet. 
The divergence of the initial velocity field is nonvanishing in the region where 
the correlation (5v-(5b changes sign. 

The initial density and temperature are 

pix,y,0) = l and T(x ,y ,0 )=To (16) 
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where TQ is a free parameter of the model, which determines the sound velo­
city Cg = {^ToY^"^ and the plasma (3, defined by /3 = c^/cj^ = ^TQ/A^. The 
plasma f3 represents a critical parameter with respect to the compressible 
fluctuation behavior. Then we have performed runs with different values of 
13 (from 13 = 0.2 up to /3 = 1.5). 

3 Numerical Results 

As expected, the time evolution of our system consists in the generation 
of compressive ffuctuations, mainly inside the current sheet region. These 
ffuctuations then propagate in our simulation box. It is worth noting that, 
since in our model the wave vectors necessarily lie on the xy plane, all the 
perturbations propagate obliquely with respect to the equilibrium magnetic 
fleld, the minumum propagation angle being equal to 7r/4. In particular, at the 
center of the current sheet, where bgg is parallel to the z axis, the wavevectors 
are perpendicular to the equilibrium magnetic fleld. Let us consider in details 
some features of the time evolution for which a flne comparison with solar 
wind observations is allowed. 

3.1 Time Evolution of the Alfvenic Correlation 

The study of the time evolution of the Alfvenic correlation is best perfor­
med by introducing the Elsasser variables z^. In nondimensional units they 
are deflned by 

z (a;,y,r) = v (x ,y ,T)± 
\/p{x,y,' 

Prom these variables the pseudo-energies e^ associated with the fluctuations 
of z^ can be calculated: 

e±(x,,,r) = ^ ^ ( ^ ^ ^ _ ^ i ( | l ) ^ (17) 

where the index 0 indicates a space average along the periodicity y direction 
(see the equation (14)). 

In Fig. 2, the y-integrated normalized cross-helicity obtained for (3 = 0.2 

M-'-)-^lr4i^ (18) 
e+(x, T) + e (x, T) 

is shown at diflerent times, e^(x,T) being 
^TTR£ 

e^{x,T)= e^{x,y,T) dy. (19) 
•Jo 
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Fig. 2. h{x,T) is represented at various times, for /3 = 0.2 

At the initial time the correlation (5v-(5b is either +1 or -1 in each subdomain, 
the width 5 of the region where the correlation changes its sign being very 
small. After few Alfven times the correlation is lost all over the current sheet 
region, i.e. — 1 < x < 1, where the pseudo-energies become of the same order 
of magnitude. Moreover, in the region —0.5 < x < 0.5 after a certain time 
(T = 4.2) an inversion in the initially dominant sign of correlation can be 
observed. However, the decorrelation region, where the initial Alfvenic cha­
racter of the perturbation is destroyed, remains confined within the current 
sheet region; in the region where bgg is homogeneous the velocity and magne­
tic field perturbations remain correlated up to the end of the simulation, i.e. 
during several Alfven times. More or less the same evolution is observed for 
different values of /3, showing that the value of (3 does not affect the evolution 
of Alfvenic fluctuations, at least at large scales. 

In order to compare with the observed loss of Alfvenic correlation going 
away from the Sun in the ecliptic plane, we must recall that in the simulations 
the time has been normalized to the Alfven time 

TA 
a 1 2a V, 

CA 

sw 

2 Wŝ t, CA ' 
(20) 

Vsiu being the solar wind bulk velocity. In order to estimate TA we assume for 
the Alfven velocity the value CA ^ 70 km s^^ and for the characteristic solar 
wind velocity in a slow speed stream (where the current sheet is localized) 
the value Vg^^ ^ 350 km s^^. The ratio 'lajvg^ represents a lower limit for 
the time which a spacecraft takes to cross the current sheet (in our model the 
current sheet width is equal to 2a). In particular this time would be equal to 
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2a/Vg^ if the spacecraft trajectory were perpendicular to the current sheet. 
We assume 2a/vsw < 12 h. Using the above values we get the estimate 
TA < 30 h. The time T I A U = 1 ^/vsw which the slow speed stream plasma 
takes to travel along a distance equal to 1 AU with a speed Vgw ^ 350 km s^^, 
is given by T I A U ^ 120 h. Then, the Alfven time TA is at most 1/4 of T I A U 
and most of the time evolution described in the simulations should take place 
in the inner heliosphere (within 1-1.5 AU from the Sun). 

3.2 T i m e E v o l u t i o n of t h e S p e c t r a 

A further comparison with solar wind da ta can be performed by calcula­
ting the Fourier spectra e^ (x , T) of the pseudo-energy fluctuations, deflned 

by 

em(a;, r ) = - z ± (x, T) • z± (x, T ) (21) 

where z ^ ( x , T ) is the m-th Fourier harmonic of z ^ ( x , y , T ) deflned by the 
equation (10), and the asterisk indicates complex conjugate. We will also 
s tudy the power spectra of density and magnetic fleld intensity fluctuations 

em(a;, T) = p„,{x, T)P*^{X, T) (22) 

em(a;,i") =&m(a;,T)6;;,(x,T) (23) 

with b{x,y,T) = |b(x, y ,T) | . The x-dependence in the quantities deflned by 
the equations (21)-(23) has been displayed because these spectra calculated 
inside or outside the current sheet show diflerent behaviors. At the initial 
t ime e ^ (inward propagating Alfven waves) is vanishing while e^ (outward 
propagating Alfven waves) roughly follows a power law. At the time T = 1.2 
(Fig. 3) the spectrum of e^ is completely formed and it is superposed to e+^; 
for m < 10 — 15 both spectra follow a power-law which is less steep than 
the initial e+ spectrum and is close to a k^^^^ power-law (which is shown 
for comparison). For later times the two spectra remain very close to each 
other and they are gradually dissipated. A behavior similar to tha t of the e^ 
spectrum is observed in the density and magnetic fleld intensity fluctuation 
spectra, i.e. both spectra completely form during the flrst stage of the time 
evolution, and presents a power-law in the wavenumber range m < 10 — 15. 
During all the t ime evolution the e^ and e'' spectra remain very close to each 
other. 

The situation in the homogeneous region is rather diflerent (Fig. 3). In 
the large scale range, i.e. for m < 10 — 15 the slope of e^ is larger than 
the corresponding slope in the current sheet region and the reverse situation 
holds for e ^ . Moreover, the energy in the e^ spectrum remains much smaller 
than tha t in the e+ spectrum, while the two spectra are superposed for higher 
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Fig. 3. The Fourier spectra of pseudoenergies fluctuation e+ (x, r ) (circles),e^(x, r ) 
(triangles), density fluctuation e{^ (squares) and magnetic field intensity fluctuation 
ej^ (crosses) are represented as functions of the wavenumbers at a; = 0.2 (full lines) 
and sX X = 3.01 (dashed lines) at the time r = f .2, for /3 = 0.2 

wavevectors. The behavior of the density and magnetic field intensity spectra 
in this range follows quite well tha t of e ^ , also in this case. At an intermediate 
wavenumber range (20 < m < 50) both the e^ spectra present a plateau^ 
followed by another steep decrease of both pseudo-energies. 

These structures are probably due to a nonlocal mechanism like a para­
metric decay [31,32]. This hypothesis is supported by the fact that , in the 
same frequency range, at the t ime T = 1.2, the density spectrum presents a 
local maximum; this phenomenon is totally absent in the e^ spectrum, which 
is neatly steeper than e^. Compressive fluctuations in this frequency range 
are characterized by a ratio e^ral'^^m ^ 10^^. This can be explained by the 
presence of slow magnetosonic fluctuations in oblique propagation. Actually, 
considering a small amplitude magnetosonic wave, the magnetic fleld inten­
sity to density fluctuation ratio is approximated by 

Sp 

3eg • Shf _ beq (Sbf/beg) Sill Op 

Sp Peg {5p/Peg) 

5hf representing the magnetic fleld fluctuation and 9p the propagation angle, 
i.e. the angle between hpg and the propagation direction. In our geometry, 
the minimum propagation angle is Op = 7r/4, corresponding to fluctuations 
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propagating in the periodicity y-direction. In tha t case the ratio 

{Sbf/b. eqj 

(Sp/Peq) 
<;0.1 (24) 

for slow magnetosonic waves, at /3 = 0.2 [33]. Using b^q = A = A/2 and 
Peq = 1 we obtain ((5|b|/(5yo)^ ^ 10^^, which is consistent with the above value 
of e ^ / e ^ . On the contrary, for fast magnetosonic waves the ratio (24) would 
be <; 0.9. This yields ((5|b|/(5yo)^ <; 0.8, which is much larger than e ^ / e ^ . 
In conclusion, the peak in the density spectrum in the homogeneous region 
correspond to a population of slow magnetosonic waves, probably generated 
by the parametric decay process [32]. Note that pure sound waves, as in the 
one-dimensional parametric instability, cannot be generated in our model, 
since propagation parallel to the equilibrium magnetic field is not allowed 
(the minimum propagation angle is 7r/4). However, for /3 < 1 sound waves 
and slow magnetosonic waves belong to the same branch. 

The above analysis is also supported by the fact that for f3 = 1.5, the 
behavior of the e^ and of the compressive quantities spectra is very similar 
to tha t observed for f3 = 0.2, when calculated at locations inside the current 

Fig. 4. The Fourier spectra of pseudoenergies fluctuation e+ (x, r ) (circles), e^{x, r ) 
(triangles), density fluctuation e{^ (squares) and magnetic field intensity fiuctuation 
ej^ (crosses) are represented as functions of the wavenumbers at a; = 0.2 (full lines) 
and sX X = 3.01 (dashed lines) at the time r = 1.2, for /3 = 1.5 

sheet region (Fig. 4). On the contrary, in the homogeneous region it is seen 
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that the plateau observed in the e+ and e^ spectra which is found at inter­
mediate wavenumbers for f3 = 0.2, does not form for f3 = 1.5. Moreover, the 
eP and e'' spectra are essentially superposed. This confirms the hypothesis 
that the plateau was due to the occurrence of a parametric instability, which 
is suppressed for /3 > 1 [31]. 

Let us compare these results with the corresponding spectra tjrpically 
found for the solar wind fluctuations. We recall that in our model, the longest 
wavelength in the fluctuation spectrum in the y direction roughly corresponds 
to the lower limit of the Alfvenic range of the solar wind turbulence, i.e. 
fmin > 2.4 X 10^^ Hz. Spectra of e+ and e^ calculated inside solar wind 
slow speed streams reveal a behavior typical of a fully developed turbulence 
[34]: the two spectra are close to each other (with e+ slightly more intense 
than e^), and both have a slope near to that of the Kolmogorov spectrum 
(-̂ -5/3-J ^ similar slope has been found also for the proton density fluctuation 
spectrum. 

These features are qualitatively reproduced by our model. Inside the cur­
rent sheet, due to the form chosen for the initial condition B^ = const, the 
main dynamical effect is represented by the interaction between the inhomo-
geneous structure and the propagating waves. This dynamical effect, within 
few Alfven times (T SS 1 — 2), is able to form spectra of e+ and e^ which are 
essentially superposed. At the same time, also the e^ and e'' spectra form, 
with a slope close to that of the e^ spectra (Fig. 3). 

Far from the magnetic current sheet we have seen that the dynamical 
evolution we flnd should be due to the development and growth of an insta­
bility which transfers energy non locally in the wavevector space (parametric 
decay). A similar behavior has been observed also in the solar wind fluctua­
tions spectra, where also during Alfvenic periods, the high frequency part 
(2 X 10̂ ** Hz < / < 10^^ Hz) of the e*" and density fluctuation spectrum, 
becomes rather flat and superpose to the e°"* spectrum [34,35]. Moreover, in 
the same range the magnetic fleld intensity spectrum is much steeper than 
the density spectrum. 

Concerning the comparison between the spectral indices measured in the 
solar wind and those derived from the simulation, it is worth to note that the 
latter are strongly affected by the low Reynolds number used; no clear distin­
ction between an inertial and a dissipative range can be made so the values 
obtained in the simulation can be sistematically higher than those one could 
expect using more realistic Reynolds numbers. Nevertheless the comparison 
with solar wind observations diplays a clear qualitative agreement. Let us 
note however that the lower frequency Alfvenic range (10^^ Hz < / < 10^^ 
Hz) where e°"* is very ffat is not reproduced by our model. 

3.3 Density Magnetic Field Intensity Correlation 

Compressive ffuctuations with Sp and Sb both correlated and anticorre-
lated have been detected in our simulation [25]. Among the latter, there are 
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magnetic flux tubes (i.e., structures where magnetic fleld is higher and density 
lower than in the surrounding medium) and tangential discontinuities, both 
pressure-balanced and quasi-static in the plasma reference frame, mostly con­
centrated in the current sheet region, where bgg is quasi-perpendicular to the 
propagation direction. Positively correlated Sp-Sb fluctuations, which belong 
to the fast magnetosonic mode, have been found propagating in oblique direc­
tions in the xy plane. The most intense among them form fast magnetosonic 
shocks, which gradually dissipate. 

Vellante and Lazarus [36], in their studies of the Sp Sb correlation on solar 
wind data, have shown that for fluctuations at time scales larger (smaller) 
than tc ^ 10 h, positive (negative) correlations prevail. Let us focus now 
on the correlation between the density and the magnetic fleld intensity fluc­
tuations found in the simulation results, in order to study in particular the 
distribution of this correlation at different spatial scales. Since the correlation 
appears to change going from the current sheet to the homogeneous region, 
we studied its dependence on the transverse x direction. Finally, as the pro­
pagation properties of the compressive modes change considerably when the 
value of f3 crosses 1, we have also studied the behavior of the correlation for 
different values of f3. 

We deflne the density-magnetic fleld intensity correlation as 

^ {Ap Ab)A. ^25) 
' ' ^/{{Apf)A. {{Abf)A. 

where angular parentheses indicate a running average taken over a length 
Ax: 

1 r-Axj2 

{f)A. = -^ f{x + C,y,T)dC, (26) 

Af = f — {f) Ax represents the contribution of scales smaller than Ax ( / 
being either p oi b). Due to the sjTiimetry of the problem, quantities have 
been periodically extended for \x\ > £, to calculate the running average (26) 
also in points closer to the boundaries x = ±£ than Ax/2. 

To compare the results of the simulations with measures in slow speed 
streams of the solar wind, we have performed the same kind of analysis on 
data taken by the Helios spacecraft in the inner heliosphere. So, we have 
selected some periods of data, each one within a slow speed stream and 
containing crossings of the interplanetary current sheet. The detailed analysis 
for all the periods is reported elsewhere [26]. Here we limit to present two 
typical behaviors: the flrst one foifS^ 1, the second one for /3 > 1. 

Let us consider flrst the results of the low-/3 run (/3 = 0.2). In the upper 
part of Fig. 5 the correlation a pi, is plotted at the time T = 4.8, i.e. several 
Alfven times after the initial time. This quantity is represented as a function 
of the X coordinate, transverse to the current sheet, for a given value of y 
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Fig. 5. (a) Numerical simulation: apb for Ax = 0.5 (thin dashed line), Ax = 1 (thin 
line), Ax = 2 (thick dashed line), and Ax = 4 (thick line), are shown as functions 
of X, for y = 1.6, r = 4.8 and /3 = 0.2 and (b) Helios data: correlation a„B for 
At = 3 hours (thin dashed line). At = 7 hours (thin line). At = 13 hours (thick 
dashed line). At = 25 hours (thick line), as functions of time (time units are day 
of the year 1976), with a value of /3 '^ 1 (the neutral sheet crossing is located at 
DoY = 73.3) 

{y = 1.6). We can see that , on average, positive (negative) correlations prevail 
in the whole domain at large (small) spatial scales Ax. 

A closer examination reveals that , when going from the current sheet 
region to the homogeneous region, the correlation apb shows a different be­
havior at different scales. In particular, in the region close to the current 
sheet apb is slightly positive at scales Ax ^ 1 while it is clearly negative for 
Ax SS 1. In the homogeneous region apb is positive at large scales, while it 
does not show a definite sign at small scales. This behavior indicates tha t 
anticorrelated density-magnetic field fluctuations, like pressure balanced flux 
tubes and tangential discontinuities prevail in the current sheet region. On 
the contrary, correlation corresponding to fast magnetosonic fluctuations do­
minate far from the current sheet at scales of the order of, or larger than 
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the current sheet width (which has been used as normalization length in the 
present similation). When performing simulations up to /3 = 1, apf, displays 
the same behavior [26]. 

On the Helios data we have calculated the proton density-magnetic field 
intensity correlation (T„B at four different values of the time scale: At =3 
hours, 7 hours, 13 hours, 25 hours. Assuming a shear crossing time ta ^ Q 
hours, the above values of At roughly correspond to the scale lengths Ax 
used in the upper part of Fig. 5. The correlation (T„B is plotted as a function 
of time (in units of Day of the Year 1976) in the lower part of Fig. 5, for a 
period of data with (3 ^^ \. 

It can be seen that close to the current sheet the correlation (T„B becomes 
more negative with decreasing the time scale At. Outside that region, (T„5 is 
definitely positive at all the time scales, except for the smallest one {At = 3 
hours) anB having a less defined sign. The plots in the lower part of Fig. 5 
compare well with the results of the /3 < 1 runs shown in upper part of the 
same figure: the above described dependence of the proton density-magnetic 
field intensity correlation on both location (close or far from the current 
sheet) and time scale (At) displays the same behavior as that found in the 
results of low f3 numerical simulations. Les us consider now the case with f3 
larger than 1 (/3 = 1.5 ). At variance with the previous runs, anticorrelated 
fluctuations rapidly expand out of the current sheet region, fllling the whole 
spatial domain. After 4-5 Alfven times negative apb correlation dominate all 
the structure. This situation is illustrated in the upper part of Fig. 6, where 
the correlation apb is represented for the same value of T as for Fig. 5. In can 
be seen that the correlation is strongly negative at any position and for all 
the considered spatial scales Ax, except for the smallest scale where localized 
spikes of positive correlation are present. 

In the lower part of Fig. 6 we have represented the analysis of the correla­
tion performed on Helios data during a period where the value of f3 was larger 
than 1. In this case the correlation anB appears to be deflnitely negative at 
all the considered time scales. At the smallest time scale the correlation spo­
radically rises to large positive values. The location of current sheet crossings, 
which occurs at t = 101.6 DoY, seems not to affect the correlation anB • Com­
paring with the results of numerical simulation reported in the upper part 
of Fig. 6, it can be seen that both the dominant negative correlation and 
the spikes of positive correlation at the smallest scale are reproduced by the 
numerical model. 

4 The Effects of an Inhomogeneous Entropy 
Distribution 

Compressive perturbations in slow speed streams of solar wind can also 
be characterized through the study of the correlation between proton density 
(Sn) and temperature (STp) ffuctuations. This correlation has been studied by 
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Fig. 6. (a) Numerical simulation: Oph for Ax = 0.5 (thin dashed line), Ax = 1 (thin 
line), Ax = 2 (thick dashed line), and Ax = 4 (thick line), are shown as functions 
of X, for y = 1.6, r = 4.8 and /3 = 1.5 and (b) Helios data: correlation a„B for 
At = 3 hours (thin dashed line). At = 7 hours (thin line). At = 13 hours (thick 
dashed line). At = 25 hours (thick line), as functions of time (time units are day of 
the year 1976), with a value of /3 larger than 1 (the neutral sheet crossing is located 
at DoY = 101.6) 

a number of authors [37,38,39,40]. In particular, Bavassano et al. [40] carried 
out a detailed analysis of the density-temperature correlation as a function 
of the solar wind speed and the radial distance from the Sun, in the inner 
heliosphere, using Helios data . They found tha t in general, cases with a well 
defined sign of the density-temperature correlation are seldom observed in 
solar wind, where very few cases reach a value larger than 0.8 (as absolute 
value) for the correlation coefficient. Moreover, they found tha t on smaller 
scales, the sign of the correlation is mainly positive in fast streams, while 
both signs are present in slow streams. 

From a theoretical point of view, correlation between density p and tem­
perature T in MHD turbulence has been considered within the so-called 
"Nearly-incompressible magnetohydrodynamics" (NI-MHD) theory [41,42, 
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43,44,45], in which the limit of small sonic Mach number M is studied, i.e., 
small departures from incompressibility are considered. If the fluid is consi­
dered as a polytrope (heat-fluctuations-modifled fluid (HFMF)) this theory 
predicts positive p-T correlations, as well as density fluctuations scaling as 
the squared sonic Mach number {Sp/p oc 0{M'^)). On the contrary, if heat 
conduction is allowed for (heat-fluctuations-dominated fluid (HFDF)) the 
density-temperature correlation is expected as negative, and Sp/p oc 0{M). 
Klein et al. [37] have analyzed such scalings in solar wind data. They fo­
und that slow speed streams flt well the predictions of NI-MHD theory for 
a HFDF, whilst the situation is rather ambiguous in fast streams. More re­
cently, Bavassano et al. [40] considered the scalings of the density fluctuations 
with the sonic Mach number for the cases where the sign of the correlation 
was better deflned, without flnding the expected trend foreseen by the NI-
MHD theory. These results have to be related to the ones of Matthaeus et 
al. (1991) [43] who performed an analogous analysis for the aforementioned 
scalings in the outer heliosphere without flnding a clear evidence of them in 
the data. 

From the above results, we have been pushed to look for an alternative 
solution to the problem posed by presence of negative n-Tp correlation in 
slow speed streams. This solution is based on the idea that the main ingre­
dient to explain negative correlation is the inhomogeneity of the background 
medium. On the contrary, turbulence models which describes a statistically 
homogeneous situation (like the NI-MHD theory) neglect such an ingredient, 
and assume that the background is spatially homogeneous. 

4.1 A Physical Mechanism to Generate Negative n-Tp 
Correlation 

In order to illustrate the physical mechanism which we propose, let us 
consider the evolution equation of the entropy per-mass-unit s, within the 
MHD framework [33]: 

p T ( ^ + v - V ) s = g + V - q . (27) 

In this equation Q represents heat sources, q is the heat flux, while v, p, 
and T are the velocity, the density and the temperature, respectively. The 
right-hand side contains the time derivative of s along the flow lines. In an 
ideal case, when energy dissipation and heat conduction are both neglected 
(Q = 0, q = 0), the entropy s is simply convected by the fluid motion. 
So, if s is spatially homogeneous at the initial time, it will remain uniform 
all over the time. Such a conflguration is referred to as isoentropic. In an 
isoentropic situation, compressive perturbations necessarily have density and 
temperature positively correlated. In fact, since in a perfect gas 

s « l n ( - - ^ ) (28) 
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(7 being the adiabatic index), s = uniform during all the time implies 

T (X p ' ' - ^ (29) 

i.e., positive (negative) variations of p correspond to positive (negative) va­
riations of T. For instance, this situation is typically recovered when (as usual 
in many MHD turbulence models) the polytropic equation p/p'' = constant 
is assumed, which is equivalent to the condition (29). 

Let us note also that when the above polytropic equation is assumed, only 
magnetosonic waves are found as small amplitude compressive perturbation. 
In such waves density and temperature are always positively correlated. In a 
more general case, when the polytropic equation is relaxed, also entropy waves 
can be found among the small amplitude compressive perturbations [33]. In 
entropy waves density and temperature fluctuations are anticorrelated, and 
the isoentropic condition (s = uniform) is clearly violated. 

From the above discussion it is clear that density-temperature nega­
tive correlations require a non-uniform entropy distribution. In the stati­
stically homogeneous situation considered by the NI-MHD heat-fluctuations-
dominated fluid model [42], this is achieved by including the effects of the 
heat conduction. Heat conduction represents a source for entropy modula­
tion (see equation (27)), and it can generate density-temperature negative 
correlations also in an initially isoentropic conflguration. On the contrary, in 
the model which we propose the entropy modulation is not due to non-ideal 
effects like heat conduction, but it is assumed to be present from the outset, 
in the large scale inhomogeneity of the background structure. 

Slow speed streams are colder and denser than the surrounding fast speed 
streams. So, when moving from a slow to a fast stream, the density and the 
temperature variations at large scale are anticorrelated. In other words, the 
entropy per-mass-unit s changes, being smaller in a slow stream than in the 
surrounding fast streams. We will now explicitly took into account this large 
scale variation of s in our model, by including it in the background structure. 

We expect that, due to the Alfvenic perturbations initially superposed 
on the background, a spectrum of velocity ffuctuations forms. As a result, 
the coupling between the large scale entropy inhomogeneity and the Alfvenic 
perturbation (represented by the second term in the left-hand side of equa­
tion (27)), will move the entropy modulation to increasingly smaller scales. 
This mechanism could produce density-temperature negative correlations at 
all the scales. On the other hand, as we have just seen, the coupling bet­
ween the Alfvenic perturbation and the large scale current sheet produces 
also magnetosonic-like ffuctuations, in which density and temperature are 
positively correlated. As a result, the actual sign of the p-T correlation, at 
differents scales and locations, will be determined by the competition between 
these two mechanisms (entropy cascade and production of magnetosonic-like 
ffuctuations). 
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4.2 A Numerical Model with Inhomogeneous Entropy 
Distribution 

To describe the entropy modulation at large scale, associated with mass 
density and temperature variations around the heliospheric current sheet, we 
must modify the initial conditions of our model described in the previous 
sections. 

The slow speed solar wind streams, in which the current sheet is embed­
ded, are colder and denser than the surrounding fast streams. In particular, 
the ion density and temperature are anticorrelated on a time scale ^ 1 day, 
the density displaying in many cases a rough maximum close to the current 
sheet location. In our model the background density and temperature vary 
along the cross-current-sheet (x) direction. The density is maximum and the 
temperature is minimum at the center x = 0 of the current sheet, while the 
associated variation length Og = 2 is larger than the current sheet width a. 
The product pT is initially uniform to ensure gas pressure equilibrium in the 
background structure. Correspondingly, the specific entropy s varies on the 
same scale Og. As discussed above we expect that the nonlinear evolution of 
the perturbation induces an entropy cascade to smaller scales. 

In order to single out the effects due to entropy modulation on the dy­
namical evolution, we neglect the velocity large scale variation associated to 
the stream structure. We assume a uniform background velocity, which is 
vanishing in a reference frame moving with the plasma, solar wind observa­
tions [46] show that in many cases the magnetic sector boundary is totally 
embedded into slow-speed streams and that the typical length scale for the 
associated current sheet (some hours) is generally much less than the typical 
width of slow-speed streams (some days). In such cases neglecting backgro­
und velocity inhomogeneities related to the stream structure is a reasonable 
approximation. 

Taking into account the above considerations, we have only to modify 
the initial conditions for density and temperature, described in (16) in the 
following way: 

p{x,y,t = 0) = po{l + A 
1 

cosh (x/ttg) P (30) 

T{x,y,t = 0) = poTo/p{x,y,t = 0). (31) 

In the equation above 

tanh(//ae) 

^ j cosh (x/ttg 

is a parameter that ensures the fulfillment of the boundary conditions for the 
density and temperature, A = 1/4 is the amplitude of the entropy inhomo-
geneity, and the product PQTQ is the total, constant, kinetic pressure. 
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We point out that in this initial condition, due to the density and tempe­
rature modulation (equations (30) and (31)) both the Alfven speed and the 
sound speed Cg = {^To{x, y,t = 0))-'̂ /̂  (where 7 is the adiabatic index) are not 
uniform, both becoming larger with increasing the distance from the current 
sheet. However, the plasma /3 = c^/cj^ is still uniform in the entire domain. 
Also in this model we carried out numerical Runs using different values of 
(3 [47]. In the following we will refer to two Runs with respectively /3 = 0.2 
and /3 = 1.5 In these Runs to give a general information about the behaviour 
of the correlation coefficient across the inhomogeneity, we have also averaged 
the correlation in the y direction, always considering the quantity <o'fg>y. 

The initial condition is different from the one used in the previous Sec­
tions, in that both density and temperature in the background structure are 
spatially modulated. This further inhomogeneity contributes to the dynami­
cal evolution of the initial Alfvenic perturbation, and the resulting p-h correla­
tion could in principle be different from that found in the previous Sections. 
For this reason, we have performed a study of the density-magnetic-field-
intensity correlation and we have compared it, with that resulting from the 
previous model. We have found [47] that the behaviour of the p-h correlation 
in the two models is very similar. Then the presence of the entropy modu­
lation in the background structure does not modify the behaviour of the p-h 
correlation, at the considered scales. 

4.3 Density Temperature Correlations 

In the upper part of Fig. 7 we show the plots of the quantity <(TpT>y at 
different length scales Ax = 0.5, 1.0, 2.0 and 4.0 for f3 = 1.0. We remember 
that the length unit corresponds to the half-width of the current sheet. The 
quantities are plotted at a time T = 4.8. This time corresponds to few eddy 
turnover times, so nonlinear effects have had enough time to built up the 
spectrum. One can see that, when averaging on the whole domain, a negative 
density-temperature correlation prevails at large scale, while <(TpT>y tends 
to become increasingly positive with decreasing the scale Ax. 

The detailed behaviour of <(TpT>y is different at different scales Ax: at 
large scale the correlation is negative in the whole domain; decreasing the 
scale <(TpT>y remains slightly negative at the center of the domain, while 
it becomes more and more positive close to the boundaries, i.e. far from the 
inhomogeneity region. 

The negative correlation at larger scales essentially reflects the entropy 
modulation of the background structure, which was present in the initial 
condition. The behaviour of <(TpT>y at smaller scales indicates that in the 
region where the background structure is more inhomogeneous small scale 
entropy fluctuations prevail; such fluctuations should result from an entropy 
cascade from large to small scales. In the region where the background struc­
ture is more homogeneous, magnetosonic-like fluctuations dominate. In this 
same region, the density-magnetic-fleld intensity correlation is positive too 
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Fig. 7. (a) Numerical simulation: < Oph >y for Ax = 0.5 (thin dashed line), Ax = 1 
(thin line), Ax = 2 (thick dashed line), and Ax = 4 (thick line), are shown as 
functions of x, for r = 4.8 and /3 = 1.0 and (b) Helios data: correlation a„T for 
At = 2 hours (thin dashed line). At = 6 hours (thin line). At = 12 hours (thick 
dashed line). At = 24 hours (thick line), as functions of time (time units are day 
of the year 1976), with a value oi l3 c^ 1 (the neutral sheet crossing is located at 
DoY = 20.1 

(see Fig. 5). This indicates tha t small scale compressive fluctuations in the 
homogeneous region essentially have properties similar to those of the fast 
magnetosonic mode. Runs carried out with bigger values of /3 up to /3 = 1.5 
give rise to results which are very similar to those obtained in the case f3 = 0.2 
[47]. 

Let us now consider the analogous analysis for the observations. For this 
we used da ta from the Helios 2 mission. We studied the correlation between 
proton density n and temperature Tp, assuming the behaviour of the proton 
temperature in slow speed streams as representative of tha t of the total tem­
perature Tp + Tf, [38]. The correlation anT has been calculated for several 
periods, each containing a sector boundary. We selected, in particular peri-
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ods in which the large scale structure is more similar to the one used in our 
model: namely, the maximum of proton density is near to the location of the 
heliospheric current sheet. 

In the lower part of Fig. 7 we show the correlation coefficient apT calcula­
ted on various time scales At = 2, 6, 12, 24 hours. Assuming a shear crossing 
time ta ^ Qh, those times roughly correspond to thescale lengths Ax used in 
the simulations. The data have been hourly averaged before working out the 
correlations, in order to filter out the oscillations uninteresting for our com­
parison and that degenerate the clearness of the plots. For this period, f3 ^ 1. 
The magnetic field changes sign in proximity oft ^ 20.1 DoY 1976, while the 
position of the heliospheric current sheet is denoted by a thick segment on 
horizontal axis. At that location the density has a bump and the temperature 
a hole. These conditions correspond to those we used in our simulations. It 
is apparent from the plot that, corresponding to the density peak, anT has a 
negative sign at all time scales. Far from both the current sheet and the den­
sity maximum the sign of correlation becomes increasingly positive by going 
towards smaller scales. The qualitative behaviour is in fairly good agreement 
with the trend observed in the simulations. 

In summary, the behaviour displayed by anT as a function of both position 
(close or far from the current sheet and density maximum) and time scale, 
in the considered periods of the Helios data set, is essentially reproduced 
by our model. Moreover, the above described features of anT appears to be 
essentially independent of the value of /3; this is also verified for the p-T 
correlation, as it results from our model. 

5 Discussion and Conclusions 

The results of this model and comparisons with solar wind data indicate 
that the large scale inhomogeneity associated to slow speed streams and to 
the heliospheric current sheet plays an important role in determining major 
features of compressive fluctuations. 

In particular, the numerical simulations described in the previous section 
have allowed us to study in detail the time evolution of an initial condition 
modelling the physical situation produced by the convergence of large ampli­
tude Alfvenic fluctuations on the two sides of the heliospheric current sheet. 
Since these fluctuations propagate in the same (outward) direction, they have 
opposite sign of the Sv-SH correlation. Moreover, we have tried to set up an 
initial condition which reproduces an important feature of large amplitude 
Alfvenic fluctuations in a compressible medium; namely, we have assumed 
that the total magnetic fleld (structure+perturbation) is initially uniform. 
This implies that in the homogeneous region, the initial perturbation locally 
represents an exact solution of MHD equations. 

We have found that in a short time (t < T^) the initial (5v-(5b correlation 
is greatly reduced in the current sheet region. With increasing time the de-
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correlation effect remains strictly limited to the current sheet region; in the 
region where bgg is homogeneous the velocity and magnetic field perturbati­
ons remain correlated also after several Alfven times. 

Along with a (5v-(5b decorrelation, density and magnetic field intensity 
fluctuations are generated. These compressive fluctuations do not remain 
confined within the current sheet but, with increasing time, they expand in 
the direction perpendicular to the current sheet, also in the region where bg^ 
is homogeneous. In the solar wind, the level of density fluctuations around 
the heliospheric current sheet is higher than the average value; however, the 
increase in the level of those fluctuations is not limited to the current sheet, 
but it is observed in the whole slow speed stream. Then, the presence of 
compressive fluctuations in a wide layer around the heliospheric current sheet 
seems to be in accordance with the results of our simulations. 

We have found that the dependence of (T„5 on location (close or far from 
the current sheet), on the fluctuation scale and on the value of (3 are qualita­
tively reproduced by the numerical model. The similarity between simulation 
results and solar wind data shows that the main physical mechanisms which 
determine the density-magnetic field intensity correlation observed in slow 
speed streams have been included in our numerical model. This allows us to 
try to give a physical interpretation for the n — B correlation observed in the 
vicinity of the heliospheric current sheet. Density and magnetic field fluctuati­
ons, both positive- and negative-correlated, are produced around the current 
sheet by the above-described mechanisms, but, in order to escape from that 
region they must propagate at large angles with respect to the background 
magnetic field. Actually, close to the current sheet the background magnetic 
field is mainly perpendicular to the cross-current sheet direction. This fact re­
presents a limitation for the propagation of negative-correlated fluctuations; 
indeed, slow magnetosonic perturbations (which are characterized by anti-
correlated p and |B| fluctuations) have a vanishing phase velocity when the 
wave vector is perpendicular to the background magnetic field, so they tend 
to remain confined close to the current sheet. On the contrary, this limitation 
does not affect positive-correlated fluctuations, which are free to propagate 
away from the current sheet. As a consequence, the region around the cur­
rent sheet will be dominated by negative-correlated compressive structures 
with wave vectors nearly perpendicular to the large scale magnetic field (flux 
tubes and tangential discontinuities). 

Since the above mechanisms produce compressive fluctuations inside the 
current sheet, in such a region the level of compressive fluctuations is higher 
and nonlinear effects are more intense than outside. Then, a nonlinear cascade 
is produced [25] which transfer negative-correlated fluctuations toward small 
scales. This could explain why (T„B becomes more negative with decreasing 
the scale At in the current sheet region. Outside such a region, positive-
correlated compressive fluctuations (fast mode) propagating away from the 
current sheet are essentially present. For this reason, moving away from the 
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current sheet (T„5 becomes positive, at least at large scales and in situations 
with / 3 ^ 1. 

When /3 > 1, both in solar wind data and in our simulation negative-
correlated fluctuations are observed also outside the current sheet; moreover, 
negative correlation prevails at all time scales. This could be related to the 
tendency of a magnetofluid with /3 > 1 to develop compressive structures in 
which magnetic and gas pressure fluctuations are anticorrelated. Actually, in 
the current sheet region the interaction between the initial Alfvenic pertur­
bation and the large scale inhomogeneity generates both magnetic pressure 
and density fluctuations. If the sound velocity is larger than the Alfven velo­
city, such density perturbations can propagate sufficiently fast to balance the 
magnetic pressure fluctuations by opposite gas pressure fluctuations. This ar­
gument could explain why anticorrelated n — B fluctuations are more frequent 
than positively correlated fluctuations, for f3 sufficiently larger than 1. 

The simulations performed in presence of an initial inhomogeneity in the 
entropy distribution seem also to show that the observed density-temperature 
correlation can be due to the presence of an entropy cascade and to the 
generation of a spectrum of magnetosonic fluctuations. Both phenomena are 
driven by the dynamical interaction between Alfven waves propagating away 
from the Sun and nonuniformities intrinsic to the large scale conflgurations 
of the background medium. Then, models treating the MHD turbulence in 
slow speed streams should include inhomogeneity effects. 

It is clear that our model for the current sheet is oversimpliffed and does 
not take into account other phenomena, both physical (velocity shear) and 
geometrical (solar wind expansion). However we think that in studying the 
behavior of a complex system, like solar wind, it is important to be able 
to single out physical effects in order to understand what is the respective 
importance in determine the observed characteristics. In this respect it is 
worth noting that the choice we have made in the initial condition, namely 
to start with the nonlinear Alfvenic solution in a compressible homogeneous 
medium has allowed us to outline important physical effects which should be 
at work in the solar wind current sheet and far from it. 
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in Collisionless Space Plasmas 
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Abstract. This paper presents an overview of plasma wave observations in the 
collisionless plasmas of the solar wind and of the Earth's environment (auroral 
regions, magnetotail, etc) from different space experiments. One of the striking 
results obtained in the recent years is that these waves are basically electrostatic and 
coherent, in the form of solitary structures (weak double layers and solitary waves 
having respectively a net and no net potential drop) or modulated wavepackets. 
This electrostatic "activity" occurs quite frequently but is not a permanent feature 
of collisionless space plasmas. The details of these waveforms appear to depend 
on the region of observation which determines the plasma regime. We shall first 
present new available observational evidence of such waves in the solar wind and 
in many other regions of the Earth's environment. Then we shall compare their 
respective properties and discuss the analogies and differences between the different 
observations. We shall finally discuss the relevant theoretical interpretations and 
numerical simulations that have been put forward to explain these observations. 

1 Introduction 

The solar wind and the planetary magnetospheres provide very good labo­
ratories for the study of the physics of collisionless plasmas, covering a very 
wide range of physical parameters, from the strongly magnetized (( —)e,i 
< 1), low (3 auroral plasma to the very weakly magnetized (( —)e,i > 1), high 
(3 solar wind plasma (we use here the usual definitions of the electron and 
proton plasma frequencies, ujpe, ̂ pi and cyclotron frequencies ujce, ^d)- They 
have been extensively explored and have yielded a wealth of results about 
fundamental physical processes such as the physics of collisionless shocks, 

MHD turbulence, wave-particle interactions etc However there remains 
a number of basic processes which are not properly understood, such as the 
transformation of large scale " macroscopic" kinetic or magnetic energy into 
microscopic "thermal" energy. A key point in this respect concerns the role 
of electromagnetic or electrostatic waves. 

Most of the available (considerable !) observational information accumu­
lated on the properties of these waves concerns their spectral properties ; it 
is natural enough, then, to assume tha t the effective dissipative processes are 
of the quasilinear type, involving a resonnant interaction between charged 
particles and waves with random phases. However, the development of obser­
vations with very high temporal resolution has allowed to get an idea about 
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their waveforms (i.e. to combine informations about their phase as well as 
on their energy distribution in physical and spectral spaces). The striking re­
sult of these investigations is that the observed wavefields have often a higher 
degree of coherence than their spectral appearance would have suggested : lo­
calized wave packets, isolated solitary-like structures and weak double layers 
have been observed in many different regions of space. 

Does that mean that the effective dissipative processes occuring in space 
plasmas imply a significant amount of particle trapping and coherent nonli­
near waves ? 

In this paper, we present some recent observations made in the solar wind 
and review some of the available observations of coherent waveforms in other 
regions of space. 

2 Coherent Ion Acoustic Waves in the Solar Wind 

A good example of the contribution of high temporal resolution to the 
understanding of the strucure of wavefields in natural plasmas is given by the 
so called "Ion acoustic waves" observed in the solar wind (see for example 
Gurnett and Anderson, 1977) in the range of frequency / between the proton 
plasma frequency fpi and the electron plasma frequency /^g. In this frequency 
range, a very bursty electric activity occurs more or less continuously in the 
inner heliosphere. While the first observations were limited to the ecliptic 
plane, recent measurements by the URAP instrument onboard Ulysses show 
that this activity is also present at high heliographic latitudes, with, perhaps 
a lower intensity (MacDowall et al., 1996). Some properties of the waves 
observed in this frequency range, the so-called "«ora acoustic range'^ (referred 
to in what follows as the lAC range) are now well established ( see for example 
the review by Gurnett, I99I, and the recent work by Mangeney et al., 1999). 

They are basically electrostatic and propagate along the ambient magnetic 
field B : their electric field E is parallel to their wavevector k, which is itself 
parallel to B ; typical values for the field amplitude are E ^ 0.1 mV/m while 
the wavelengths A are of the order of 10 — 50 electron Debye length, Xn- In 
the solar wind plasma frame, they have a relatively low frequency /o < fpi 
and a phase velocity v^ which is much smaller than the solar wind velocity 
Vsw, v^ <C Vsui • Therefore they are strongly affected by the Doppler shift due 
to the solar wind velocity with respect to the spacecraft and, in the spacecraft 
frame, their frequency is shifted upwards into the range fpi < f < /pe-the 
corresponding electric energy density is small compared to the thermal energy 
density of the plasma : indeed, eoE'^/{2 NksTe) is only about 10^^ to 10^^ 
during intense bursts, and much smaller on the average (Gurnett, I99I). 
(CQ: vacuum dielectric constant, N: particle number density, ks'- Boltzmann 
constant, Tg : electron temperature). 

These properties led Gurnett and Prank (1978), soon after the first obser­
vations, to propose an interpretation in terms of ion acoustic waves propaga-
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ting along the ambient magnetic field. However, it is hard to understand how 
such ion accoustic waves could survive the strong Landau damping which is 
expected in the solar wind where, most of the time, the ratio between the 
electron and proton temperatures Tg and Tp lies in the range 0.5-2. This has 
remained a puzzling problem for space plasma physics and one may say that 
neither the wave mode nor the source of these waves have yet been unam­
biguously identified (see Gurnett, 1991). Several instabilities have been sug­
gested to be responsible for their occurrence. For example, the electron heat 
flux (Forslund, 1970 ; Dum et al., 1981) may be a source of free energy for 
the electrostatic I AC mode. But Gary (1978) has shown that other, electro­
magnetic, heat flux instabilities have much larger growth rates in conditions 
typical of the solar wind. Another attractive possibility would be ion beams 
(Gary, 1978 ; Lemons et al, 1979 ; Marsch, 1991) such as those observed 
more or less continuously in the fast solar wind and drifting with roughly 
the local Alfven speed with respect to the core ion distribution. These ion 
beams could excite lAC waves. However, Gary (1993) concludes that for the 
range of temperature ratios Tp/Tp < 5 usually observed in the solar wind the 
instability threshold is never reached. 

Recent observations with high time resolution have shed a new light on the 
nature of the "ion acoustic" electrostatic turbulence. Indeed when observed 
with instruments having relatively poor time and frequency resolutions, the 
lAC electrostatic turbulence appeared as made of very bursty broadband 
emissions lasting from a few hours to a few days. At higher time resolution 
(Kurth et al, 1979) the emission begun to show some structure in the form of 
brief narrowband bursts with rapidly drifting center frequency. More recently, 
Mangeney et al. (1999) analyzed waveform data obtained with the Time 
Domain Sampler (TDS) experiment on the WIND spacecraft (Bougeret et 
al, 1995) with a time resolution reaching 120,000 points per second. At this 
temporal resolution, the wave activity in the ion acoustic range appears to 
be highly coherent, made of a mixture of electrostatic wave packets (W.P.) 
and more or less isolated electrostatic structures (I.E.S.), lasting less than 
1ms and similar in many respects to those observed in different regions of the 
Earth's environment (see section 3 ; Temerin et al, 1982 ; Matsumoto et al., 
1994 ; Mottez et al, 1997). Note that these observations were obtained in 
the vicinity of the ecliptic plane when WIND was at a distance of the Earth 
greater than 200 RE, near the Lagrange point Li, therefore minimising the 
perturbing inffuence of the earth. 

It is also interesting to note that when observed with a spectral receiver 
having a limited bandwidth, there are periods of hours or days when no 
lAC wave activity is detected. This is probably due to the fact that the 
Doppler effect is not sufficient, during these periods, to bring the waves into 
the receiver bandwidth, either because the magnetic field is perpendicular to 
the wind velocity or because this velocity is too small. On the other hand, 
when observed with the TDS experiment, the '^ electro static activitt/\ in the 
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range (/^j < / < fpe) apparently occurs continuously in the solar wind, 
i.e. without gaps of the order of one hour or larger. At least, this is the 
case outside the regions of high density {N > 10 — 15 cm^^) where the 
TDS observations are plagued by artefacts which hide the natural waves (see 
Mangeney et al, 1999). 

We reproduce here as Figure 1 and Figure 2, two of the figures of the 
paper by Mangeney et al. (1999) which display typical lAC waveforms as 
seen by the TDS at the highest time resolution. The panels lb and Ic of 
Figure 1 display two examples of low frequency wave packets. The first one 
(Figure lb) is a narrow band signal with a centre frequency / c:^ 3.4 kHz 
{fpe — 17 kHz). The second one (Figure Ic) is also a narrow band sinusoidal 
wave at a frequency / c:^ 2.4 kHz, (/^g c:^ 18 kHz) but with a much shorter 
envelope of temporal width c:^ 5 ms. In both cases the maximum electric 
field is of the order of 0.1 mV/m, close to the values observed for the I AC 
waves on Helios 1 by Gurnett and Anderson (1977). The waveform of Figure 
Id is nearly periodical at 2.4 kHz (/pg — 25 kHz) but it has a strongly non-
sinusoidal appearance, indicating the presence of significant nonlinear effects. 
In all three cases the wavelength lies in the range 10 < X/XD < 50. 

Finally, the bottom panels le and If display two examples of isolated 
spikes of duration 0.3 to 1 millisecond with amplitudes similar to those of the 
wave packets described just above ; since their velocity in the plasma frame 
is small with respect to the wind velocity, they behave as frozen structures 
convected past the spacecraft so that durations can be transformed to spatial 
widths Ax in the range 10 < AX/XD < 40. In Figures le and If the lES are 
clearly isolated, whereas in Figure Id the spikes are so closely packed that 
the resulting waveform does not appear very different from the modulated 
wave packet of Figure lb. 

The highest intensity and level of wave activity in the range of frequency 
/pi < / < fpe is found for relatively low proton temperatures, at low helio-
magnetic latitudes. Towards higher latitudes, the frequency of occurrence of 
wave packets decreases, and one observes mainly weak double layers deep 
into the fast solar wind. No clear relation with important plasma parameters 
like the electron to proton temperature ratio was found. 

Assuming that the lES are one-dimensional structures varying only along 
the magnetic field, and knowing the solar wind velocity with respect to the 
spacecraft we can easily determine the spatial profiles of the electric field 
E and of the corresponding electric potential (f>, from the signal shown in 
Figure 1. An example is given in Figure 2. The left top panel shows the 
electric field (in mV/m, and smoothed over 10 points in order to eliminate 
the high frequency noise) during a time interval of about « 4 ms around the 
central spike of Figure If while the left bottom panel shows the short WP 
of Figure Ic. The corresponding electric potentials, normalized to the local 
electron temperature Tg, are plotted in the right panels; both structures (lES 
and WP) exhibit a finite potential drop eA(f>/kBTe « 210^**. This example 
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established through a succession of small potential jumps across a multitude 
of WDLs, say ^ 10^ WDLs if one assumes a roughly constant amplitude for 
the individual WDL potential drops ; thus one should find about one WDL 
every 150 — 200 km along a magnetic field line. This is much larger than what 
may be inferred from the WIND observations, which suggest something like 
one event every 10 millisecond, i.e. one WDL every 4 km along the sun-earth 
direction, assuming a typical solar wind velocity of 400 km/s. It should be 
stressed that this estimate of the rate of occurrence of WDLs in the solar 
wind is at most a reasonnable guess since only small selected intervals (17, 
70 or 270 milliseconds of data, depending on the bit rate available to the 
experiment) are transmitted roughly every 5 minutes ! Whatever the actual 
value may be, it is clear from the observations that there are much more 
WDLs in the quiet solar wind than one every 150 — 200 km. If one combi­
nes this with the fact that the sign of the potential jumps across WDLs is 
predominantly but not always the same as <PSE, one is led to propose that, 
locally, there exists in the solar wind, random electric potential differences, 
along the magnetic field, which are significantly greater than the large scale 
one, <PsE-

A look at Ohm's law in a plasma with a non uniform electron pressure p^ 
(neglecting electron inertia): 

E + v x B =^Vpe 
iVe 

shows that this is likely to occur in the solar wind. Assume for example that 
the fluctuations in electronic pressure are due essentially to density variations 
SN ; a typical value for the associated field aligned potential fluctuations is 
then: 

ed^ dN 

keTe N 

The spectrum of density fluctuations in the solar wind has been studied 
extensively ; Celnikier et al. (1987) give an average value of ^ '~ 0.05 at tem­
poral scales (in the spacecraft frame) of 0.1 seconds. If there is p WDLs over 
the corresponding distance with each a potential drop of Ac}), then (5^ = pA(}) 
so that there should he p ^^ 500 WDLs in a time interval of 0.1 second, using 
the estimates for Ac}) given above. This is larger than but not incompatible 
with the estimate one WDL every 10 millisecond. 

It is also interesting to note that bursts of Langmuir waves (at /pe), with 
levels far above the noise level and not related to type III solar bursts, have 
also been observed in the solar wind (Gurnett and Anderson, 1977 ; Gurnett et 
al, 1979 ; MacDowall et al., 1996 ; Mangeney et al., 1999). The top panel (la) 
of Figure 1 is a good example of such modulated high frequency Langmuir 
wave packets, oscillating at the local electron plasma frequency, /^g c:± 18 kHz. 
Its appearance and its amplitude (Z\\4 c:± 0.01 V at the antenna terminals i.e. 
an electric field of ::; 0.2 mV/m) are similar to the weakest events observed 
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in the Earth foreshock (Bale et al, 1997 ; Kellogg et al., 1996) and in the 
upstream solar wind (Bale et al., 1996). These bursts of Langmuir waves are 
frequently associated with magnetic holes (Lin et al., 1995) and their intensity 
appears to be significantly higher at high heliographic latitudes {i.e. in the 
fast speed wind, MacDowall et al., 1996). A question which remains to be 
investigated is wether this high frequency noise is related in some way with 
the lAC wave activity. 

3 Review of the Observational Evidence on Coherent 
Waves in the Ear th ' s Environment 

Solitary waves (SW) and weak double layers (WDL) seem to be a common 
feature of space plasmas, since they have been observed in other regions of 
the Earth's environment, i.e. at different altitudes in the auroral regions, in 
the magnetotail and also in the shock transition region. These regions and 
the corresponding observations are indicated schematically in Figure 3 and 4. 
In this section, we first briefly review these different observations, and then 
make a comparative analysis of the properties of the waves. 

3.1 S3-3, VIKING, POLAR, and FAST Observations in the 
Earth's Auroral Regions 

The S3-3 satellite provided in 1976 (Temerin et al., 1982 ; Mozer and Te-
merin, 1983) the first evidence on the existence of Solitary Waves and Weak 
Double Layers in the mid-altitude auroral magnetosphere (between altitu­
des of 6000 to 8000 km). These observations were confirmed by the Viking 
spacecraft in 1986 (Bostrom et al, 1988; Bostrom et al., 1989; Koskinen et 
al, 1989) and more recently by the POLAR satellite (Mozer et al., 1997), so 
that more detailed information on these small-scale plasma structures is now 
available. This region of the magnetosphere is strongly out of equilibrium : 
one finds a cool, strongly magnetized background plasma : ( —)e,i ^ 0.1—0.2, 

with typical values of n-g = 1 — 10 cm^^ and Tg = 1 — 10 eV, submitted to an 
electric potential drop of a few kilovolts as well as upward propagating ion 
beams (with energies of typically 0.5 to 1 keV or velocities of about 100 to 
400 km/s for protons) and downward accelerated electron beams. 

Fig. 3a shows an example, lasting 300 msec, of simultaneous density (mea­
sured with a Langmuir probe) and electrostatic potential variations measured 
by VIKING at an altitude of 10450 km. It is seen that the electric signal is 
made of isolated structures, of amplitude A(f> ^ few volts ( eA(f> < ksT^, the 
corresponding electric field amplitude being about 100 mV/m) lasting from 1 
to 10 millisecond, corresponding to sizes along the magnetic field of the order 
of 50 to 100 m, i.e. 5-50 X^ ; some are negative pulses (WDL) while others 
have a more symmetric structure (SW) ; they are associated with localized 
density depletions in the background plasma of up to 50% . The WDL show 
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(c) POLAR; 2 £ h £ 8.5 R 

g o.ai 

Fig. 3. Schematical view of the Earth's auroral regions : (a) example of mid-altitude 
auroral magnetosphere observations by VIKING of solitary waves and weak double 
layers (Bostrom et al, 1989); (b) example of lower altitude observations in the 
upward current region by FAST (Ergun et al, 1998a); (c) example of high altitude 
observations by POLAR (Eranz et al, 1998). 
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Fig. 4. Schematical large-scale view of the Earth's magnetosphere with some typical 
observations of solitary structures. The 3 panels displays the electric field in mV/m 
as a function of time in millisecond : (a) example of the WDL observed in the solar 
wind by WIND (Mangeney et al, 1999), (b) example of the ESW observed in the 
Plasma Sheet Boundary Layer (PSBL) by GEOTAIL (Matsumoto et al, 1994), and 
(c) example of bipolar structures observed by WIND in the ramp of the bow shock 
(Bale et al., 1998). 



Coherent Nonlinear Waves in Space Plasmas 261 

a net potential drop A(f> of up to a few volts which is generally directed up­
wards. These structures propagate upwards with a relatively high velocity of 
more than 100 km/s (there is some discrepancy between the S3-3 and PO­
LAR velocity estimations and those obtained from VIKING ; see McFadden 
(1998) for a possible explanation based on the operation of Langmuir probes 
in a low density plasma), corresponding to what may be expected for the ion 
acoustic velocity Cg, indicating a significant role for the ions in the formation 
of these structures. The SW and WDL are often observed in association with 
periodic Electrostatic Ion Cyclotron (EIC) waves with frequencies (of about 
140 Hz) just above the local proton gjTofrequency propagating perpendicular 
to the ambient magnetic field (Ergun et al, 1998a). 

In addition, FAST observations have revealed a new type of solitary waves, 
called "Fast Solitary Waves" (FSW) in the regions of the mid-altitude auroral 
zone where downwards directed current are found (Ergun et al., 1998b) and 
in association with energetic, up-going electron beams. These FSW have a 
very short duration of ^ 50/is to ^ 200/is, propagate upwards with velocities 
between 500 to 5000 km/s, so that their spatial size is of ^ 2\u. Similar 
structures have also been observed in the low altitude ('~ 6000 km) POLAR 
data (Mozer et al., 1997).They have an electric signature which is that of a 
positive charge (or electron hole) moving with the beam. An example of such 
solitary waves is given in Fig. 3b (Ergun et al, 1998b). 

Preliminary results from POLAR, at higher altitudes ( '~ 6 RE), have also 
provided evidence for fast moving solitary waves with much lower amplitude 
('~ 1 mV/m) than those observed at lower altitudes (Franz et al., 1998 ; Cat-
tell et al., 1998). These structures have no magnetic signature. An example is 
displayed in Fig. 3c. They look very similar to those observed by GEOTAIL 
(see below) in the PSBL. 

3.2 GEOTAIL and W I N D Recent Observations in Other Parts 
of the Magnetosphere 

The plasma wave instrument on the GEOTAIL satellite has observed si­
milar electrostatic solitary waves (ESW) in the deep tail region of the Earth's 
magnetosphere to radial distances beyond 70 RE (Matsumoto et al., 1994). 
In the Plasma Sheet Boundary Layer (PSBL), the plasma environment is not 
well known but a density of about 0.5 cm^^ and an electron temperature 
of about 200 eV can be taken as reasonable estimates. In this region, one 
observes an electrostatic noise with a brodband spectrum (known under the 
name BEN, Scarf et al., 1974 ; Gurnett et al., 1976) associated with regions 
of high ion temperatures as well as a narrowband electrostatic noise (known 
as NEN, Coroniti et al., 1990), and Langmuir waves. Once again, high time 
resolution has renewed our understanding of this wave activity, by replacing 
a structureless BEN noise by a succession of electrostatic solitary waves as is 
apparent in the example is given in Fig. 4b, which displays 100 msec of data 
taken in the PBSL (Matsumoto et al., 1994). The polarization of the ESW 
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is almost parallel to the ambient magnetic fields ; their duration is about 2 
to 5 ms with an amplitude of about 0.1 mV/m and their waveform is that 
of bipolar pulses, propagating at velocities of about 1000 km/s, much faster 
than the solitary structures observed by S3-3 or VIKING, implying spatial 
sizes for these ESW of a few tens of \o. Typical time scales are of the order 
of lO'^lOO ms (Kojima et al., 1997), implying that these waves are related to 
the dynamics of electrons rather than ions. The same structures have been 
observed by GALILEO, (Mottez et al., 1997), deeper in the magetotail, in 
correlation with magnetic flux ropes, where the proton distribution presents 
a double beam structure. 

The same kind of bipolar structures, though more intense, have also been 
detected at bow shock crossings by GEOTAIL and WIND (respectively, Mat-
sumoto et al, 1997 and Bale et al., 1998). They have amplitudes greater than 
100 mV/m and durations of the order of a tenth of a millisecond correspon­
ding to spatial sizes of about 2 to 7 XD- Fig. 4c displays an example of a 
series of such bipolar structures detected by WIND in the ramp of the bow 
shock. 

3.3 Comparative Analysis of the Wave Properties 

In tables 1 and 2, we give an overview of the observations described above: 
Table 1 contains a summary of the general wave and plasma properties while 
Table 2 contains the characteristics of the observed structures and their in­
terpretation. 

The solitary waves (with no net potential drop) observed in the diffe­
rent regions have similar shapes though their properties (amplitude, size and 
velocity) are different. They appear as bipolar pulses, i.e. two successive el­
ectric pulses of roughly equal amplitude but of opposite sign, moving along 
the ambient magnetic field. No systematic relation have been found between 
velocity, amplitude, or dimension of the structures as expected for bona-fide 
solitary waves and the usual interpretation is that they are electron holes, 
i.e. a depletion in electron density. 

The double layers (with a net potential drop) have particular interest since 
they have been suggested as a field-aligned, particle acceleration mechanism 
for the auroral plasma (Hudson et al., 1983 ; Mozer and Temerin, 1983 ; 
Eriksson and Bostrom, 1993). The similarity of the WDL observed in the 
solar wind with those observed in the auroral region is striking although the 
peak amplitude of the latter reach much higher values, i.e. eA(f>/kBTe « 1 
(Malkki et al, 1993) while remaining very weak compared to those observed 
in numerical simulations (see Borovsky, 1984) or in laboratory plasmas (see 
Falthammar, 1993). They have essentially negative potential pulses so that 
they may be interpreted as ion holes. 
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Table 1. Waveforms observations : general wave and plama properties 

Spacecraft 

WIND 

WIND 

GEOTAIL 

FAST 

POLAR 

VIKING 

Region of 
Observations 

Solar 
Wind 

Ramp of 
Bow Shock 

PSBL 
and MS 

L.A. Auroral 
Zone 

H.A. Auroral 
Zone (cusp) 

Mid-altitude 
auroral zone 

Waveform 

WDL 
(lES) 

B.S. 

ESW 

FSW 

FSW 

SWand 
WDL 

Plasma /3 

~ 1 

~ 1 

> 1 

< 1 

< 1 

< 1 

Direction of 
Propagation 

II B 

II B 

II B 

II B 

II B 

II B 

T^IT^ 

0.2 
to 5 

~ 1 

eA(t>/kBT,. 

10-^ 
to 10^3 

No potential 
drop 

No potential 
drop 

No potential 
drop 

No potential 
drop 

for WDL 
< 1 

4 Theoretical Interpretations 

In this section, we present a brief discussion about the relevant theoreti­
cal interpretations and numerical simulations that have been put forward to 
explain these observations. 

Basically, they all imply the deformation of the charged particle distri­
bution functions in a localized region of phase space, called ion or electron 
hole if it corresponds to a depletion with respect to the surrounding phase 
space density. These holes are associated self consistently with a non-linear 
electrostatic wave, which forms the hole by trapping or reflecting part of the 
particle population. Stationary solutions of the Vlasov-Poisson equations cor­
responding to these structures are well known (BGK modes, Bernstein et al., 
1957, see also Schamel, 1986); on the other hand such holes are very often 
observed in the nonlinear stages of the development of kinetic instabilities 
where the linear growth rate often presents a well defined peak, so that a 
large part of the theoretical work has been devoted to identify an instabi­
lity, where the source of free energy was indicated by the observations, and 
leading to the formation of holes similar to those observed. 

The first attempts in this direction were based on ion acoustic waves, in 
the nonlinear regime driven by an electron current or by an ion beam (see for 
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Table 2. Waveforms observations : wave properties 

Spacecraft 

WIND 

WIND 

GEOTAIL 

FAST 

POLAR 

VIKING 

Region of 
Observations 

Solar 
Wind 

Ramp of 
Bow Shock 

PSBL 
and MS 

L.A. Auroral 
Zone 

H.A. Auroral 
zone (cusp). 

Mid-altitude 
auroral zone 

Mid-altitude 
auroral zone 

Waveform 

WDL 
(lES) 

B.S. 

ESW 

FSW 

FSW 

SWand 
WDL 

Size 

~ 2 5 A D 

2 to 
7XD 

few 
10s AD 

2XD 

few A_D 

5 to 
50 AD 

Amplitude 

0.2 mV/m 

100 mV/m 

0.1 mV/m 

200 mV/m 

1 mV/m 
{7 RE) 

200 mV/m 
(IRE) 

100 mV/m 

and interpretations 

Velocity 

V4, < Vsw 

~ 300 km/s ? 

1000 
km/s 

500 to 
5000 km/s 

1000 

km/s 

5 to 
50 km/s 

Interpre­
tation 

Ion 
holes ? 

Electron 
holes 

Electron 
holes 

Electron 
holes 

Electron 

holes 

Ion 
holes 

example, Lokto and Kennel, 1983; Lokto, 1983); the study of the nonlinear 
development of ion acoustic turbulence has generated a number of numerical 
works (Sato and Okuda, 1981 ; Hudson et al., 1983 ; Chanteur et al, 1983 ; 
Chanteur, 1984 ; Barnes et al, 1985). 

However, in most cases, the WDL form only for electron drift exceeding 
some threshold for both electrostatic ion cyclotron and ion acoustic waves, 
or for high values of the electron to proton temperature ratio, what is not 
supported by the observations (Koskinen and Malkki, 1993). An alterna­
tive theory, the nonlinear phase-space ion hole theory, originally developped 
by Dupree (1982), was applied to VIKING observations by Tetreault (1988, 
1991). It predicts that a nonlinear interaction between background electrons 
and ions results in the growth of the holes for any finite drift between these 
two populations, even below the thresholds for linear ion acoustic or elec­
trostatic ion cyclotron instabilities. Though there exists only a limited num­
ber of one-dimensional simulations of phase-space ion holes which have been 
carried out (Herman et al, 1986), giving results quite similar to those ob-
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tained on ion acoustic turbulence, this theory still remains among the most 
serious alternatives (Malkki et al, 1989). 

It has been known in laboratory experiments and computer simulations 
tha t electron beam instabilities can lead to formation of electron holes in 
phase space which are some kind of BGK equilibrium (Bernstein et al., 1957 
; Krasovsky et al., 1997). In the case of GEOTAIL observations, a close simi­
larity has been found between the observed solitary waves and the electron 
holes formed in simple simulations of two-stream instabilities (Omura et al., 
1994 ; Mottez et al, 1997). In these simulations, counter-streaming electron 
beams with comparable densities interact strongly to form large electrostatic 
potential fluctuations which t r ap a significant portion of the distribution fun­
ction, leadind to the formation of holes. In the presence of "hot" ions, the ion 
acoustic modes which may t ap the free energy are severely Landau damped, 
thereby allowing the ESW to develop (Omura et al., 1996). This mechanism 
of selection does not work in the solar wind, where the lAC waves appear to 
be insensitive to the proton to electron temperature ratio (Mangeney et al., 
1999). Besides the two-stream instability, a variety of electron beam instabi­
lities (for example bump on tail instability, see Omura et al, 1996) can lead 
also to the formation of the solitary waves. 

5 Conclusion 

Although considerable progresses have been made, some important pa­
rameters remain poorly known such as the frequency of occurrence of these 
structures. On the theoretical side, it is not completely clear tha t some ki­
netic instabilities are involved in the formation of the WDL or SW ; almost 
identical structures were indeed produced in numerical simulations of a sta­
ble plasma but with time varying boundary conditions (Mangeney, 1999). 
At least in the solar wind, where no source of free energy appears clearly in 
the observed particle distribution functions, it is highly probable tha t these 
structures are the result of the changing electric potential due to larger scale 
MHD-like fluctuations. 
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Abstract. Fluid descriptions of plasma phenomena are valuable tools for simu­
lating large-scale phenomena. Fluid simulations, however, generally use idealized 
models to describe the dissipation of energy at small scales. The physical dissipa­
tion scale is usually considerably smaller than what can be evaluated numerically 
when using fluid descriptions of macroscopic phenomena. Here we review several 
approaches for describing dissipation in magnetofluid turbulence. These simula­
tions divide into two general classes: those that employ mathematical models of 
the dissipation to concentrate dissipation to regions of large gradients in the fluid 
parameters, and those that use generalizations of Ohm's law to model kinetic ef­
fects more completely described by the Vlasov-Maxwell equations. The former class 
includes using either hyperresistivity and hyperviscosity or nonlinear dissipation 
operators to locate dissipation in regions of strong gradients. These terms replace 
the standard Navier-Stokes dissipation term in the magnetohydrodynamic (MHD) 
equations. The second class of models includes one that modifies the magnetofluid 
equations by including the Hall and Finite Larmor radius corrections to Ohm's Law 
and another approach that uses a coarse-grained fluid description to describe the 
effect of the ion cyclotron instability on the elements of the pressure tensor. 

1 Observational Background 

Plasmas are both notoriously difficult to control in the laboratory and 
to describe theoretically. Laboratory plasmas resist a t tempts at confinement 
and are often subject to rapid instabilities tha t further complicate efforts 
to understand their behavior. Because laboratory devices tend to be rather 
small, it is a challenge to devise situations in which the boundary conditions 
do not dominate the evolution. Plasmas are also ubiquitous in space, both 
in the solar system and in the interstellar and galactic media. In the large 
volumes of space tha t plasmas fill, boundary conditions are not dominant in 
controlling the flow and the plasma is free to evolve as dictated by the initial 
conditions. 

In the solar system, two plasma regimes tha t have been studied intensi­
vely in situ since the beginning of the space age are the magnetosphere and 
solar wind. Because the magnetosphere is relatively small and is conflned 
by the external solar wind, boundaries (and kinetic effects) are signiflcant 
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in controlling its evolution. In addition, both the ionosphere and the solar 
wind are significant sources of magnetospheric plasma, further increasing the 
complexity of the system. In contrast, the solar wind appears, at least super­
ficially, to be simpler. Boundaries are relatively unimportant except in the 
vicinity of planets and comets, and, except in the outer heliosphere where 
interstellar pickup ions become energetically important, the sole source of 
solar wind plasma is the solar corona. Furthermore, because of its large scale 
relative to scales at which kinetic effects become important, many aspects 
of the solar wind can be described using fluid approximations to the kinetic 
equations. 

Even before spacecraft measured the properties of the solar wind, Parker 
[43] used fluid equations to predict its existence along with many of its most 
salient properties. Of particular importance, was the prediction that the so­
lar wind beyond a few solar radii would be supersonic and super-Alfvenic. 
Analyses of the earliest measurements of solar wind velocity and magnetic 
fields [11,12,13] suggested strongly that the solar wind was turbulent. The 
evidence was two-fold: first, the power spectra of the velocity and magnetic 
field fluctuations had a power law shape reminiscent of fluid turbulence, i.e., 
there appeared to be an inertial range where the spectral index was close 
to the Kolmogorov [36] value of ^% which was known to characterize fluid 
turbulence. Second, there was sufficient energy in the interactions between 
the fast and slow solar wind streams to drive a turbulent cascade [13]. 

Subsequent research has confirmed this picture of the solar wind as a 
turbulent magnetofluid. Interested readers are referred to a review of magne-
tohydrodynamic (MHD) turbulence theory in general by Pouquet [46] and 
to reviews of the application of MHD turbulence to solar wind observations 
in particular by Marsch [39] and Goldstein [29,30]. The great wealth of fields 
and particle data have enabled us to characterize the spatial scales of the 
solar wind from tens of astronomical units (AU) down to a few kilometers, 
thus providing an excellent laboratory for the study of magnetofluid turbu­
lence. Observations of the solar wind from 0.3 AU and beyond show that the 
expansion of the wind into the heliosphere, together with the stirring of the 
medium by the interaction of fast and slow streams, leads to a dynamical 
mixture of MHD fluctuations, convected structures, microstreams, and pro­
pagating compressive structures. As evidenced by the Kolmogorov inertial 
range spectrum, these dynamical processes are all interacting nonlinearly to 
drive a flow of energy in wave number space that is predominantly from large 
to small scales where the dissipation of the turbulent energy occurs. 

One of the more curious features of solar wind fluctuations, is that in spite 
of its close resemblance to fluid turbulence, one can very often identify what 
appear to be almost pure Alfven waves in the flow [3]. Alfvenic fluctuations 
are characterized as ones for which b = -kwj ̂ Arnp, where b and v are the 
fluctuating components of the magnetic and velocity fields, respectively, and p 
is the mass density. (Fluctuations with positive (negative) correlation between 
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b and v are often referred to as being "outward" ("inward") propagating with 
positive (negative) cross hehcity.) 

Once generated, Alfvenic fluctuations are difficult to damp, so it is not 
surprising that they are a common feature of the solar wind, at least in the 
inertial range of the spectrum [40,49,48]. The observed sign of the b — v cor­
relation indicates that most Alfvenic fluctuations are propagating outward 
from the Sun. (Here, we will adopt the convention that outward propagating 
fluctuations have positive cross helicity regardless of whether the background 
magnetic fleld is directed toward or away from the Sun.) The most obvious 
explanation for this is that nearly all solar wind Alfvenic fluctuations are ge­
nerated in the lower (subAlfvenic) solar corona. At the "critical" point where 
the wind becomes superAlfvenic, only outward propagating fluctuations are 
convected into the heliosphere. Any inward propagating Alfven waves obser­
ved in the solar wind must have originated beyond the critical point. This 
implies that until the wind has had a chance to generate waves in situ, the 
predominant direction of propagation will be outward. This simple idea has 
been a powerful diagnostic for the analysis of the solar wind dynamics. 

I Energy- ^ ^ Inertial range 
§ containing scale 
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Fig. 1. A schematic representation of the power spectrum of solar wind fields. 
(After [29].) 

Although studies of turbulence in the solar wind cover temporal scales 
ranging from years to milliseconds, it is impractical to construct spectra co­
vering the entire range of observations. The general shape of the spectrum 
can, however, be illustrated schematically as in Fig. 1 [29] which divides the 
interplanetary spectrum into three ranges: the largest, "energy containing" 
scales provide the reservoir that is tapped by the turbulent cascade; the inter­
mediate "inertial range" [36], characterized by power-law spectra, in which 
the nonlinear inertial term in the equations of motion dominates over the 
dissipation. Here energy "cascades" from the energy-containing portion of 
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the spectrum to the smah-scale, "dissipation range," where the fluctuations 
are flnally converted to thermal energy. 
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Fig. 2. Trace if the power spectral matrix constructed from 8-s averaged Helios 
B data obtained near 0.3 AU. Lines with slopes of 
comparison. 

% and —1 are shown for 

An example showing the transition from the energy-containing scale to 
the inertial range is shown in Fig. 2. The spectrum is computed from 8 s 
averaged magnetometer da ta from Helios B when the spacecraft was at 0.3 
AU. The spectrum is the trace of the power spectral matr ix of the vector 
components of the fluctuating magnetic fleld. For comparison with Fig. 1, 
reference lines indicating ^ % ^nd —1 spectral slopes are also included. 

Fig. 3 shows an example of an inertial range spectrum constructed from 
Voyager 2 magnetometer da ta obtained at 10 AU. The trace of the power 
spectral tensor of the magnetic fluctuations is plotted, along with a reference 
line indicating an /^^^^ spectrum. By 10 AU the energy containing, / ^ ^ , 
portion of the spectrum has almost disappeared. 

Fig. 4 shows an example of the dissipation range of interplanetary tur­
bulence from Mariner 0 da ta obtained near 0.5 AU [28]. The magnetometer 
da ta used in this spectrum was averaged to 0.12 s resolution. In addition to 
the trace of the power spectral matr ix of the magnetic fleld, the plot includes 
the spectrum of the positive and negative values of the magnetic helicity [40]. 
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Fig. 3. A power spectrum of Voyager 2 data from 10 AU. A % lin^ is shown for 
comparison. 

In the inertial range, the magnetic hehcity spectrum, which is a measure of 
the sense of twist of the magnetic field [41], is randomly signed [40,27]. Near 
the dissipation range, the magnetic helicity is often single-signed, and, if one 
assumes tha t the fluctuations are propagating outward from the Sun as they 
are at lower frequencies, then the sign of the magnetic helicity is often consi­
stent with the waves being right-hand polarized [28]. More detailed analyses 
of the symmetry and polarization properties of fluctuations in the dissipation 
range using high t ime resolution da ta from the Wind spacecraft at 1 AU can 
be found in Leamon et al. [38]. 

Near the ion-cyclotron scale one expects kinetic processes to control the 
dissipation. Fig. 5 shows a dynamic spectrum of the normalized magnetic 
helicity, again from the magnetometer on MarinerlO, but from day 79 of 1974 
(March 20). During this time, the spacecraft crossed a sector boundary, going 
from an inward to an outward and back again to an inward directed sector. 
The sector crossings appear to be associated with strong circular polarization 
(with positive magnetic helicity) in the magnetic fluctuations (whether the 
polarization is right- or left-handed cannot be determined). Phenomena such 
as this cannot be described using a fluid description. 

One expects tha t the dissipation of magnetic fluctuations near the proton 
Larmor radius will be determined in large measure by ion cyclotron damping. 
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Fig. 4. A power spectrum of Mariner 10 data from 0.5 AU showing the dissipation 
range of magnetic fluctuations. Also shown are positive and negative values of the 
(reduced) magnetic helicity spectrum multiplied by frequency / . 

As we shall discuss below, for parallel propagating waves there is a complex 
interaction between ion cyclotron damping and the temperature anisotropy. 
For obliquely propagating fluctuations, e.g. kinetic Alfven waves or other 
compressive modes, the situation is even less well understood (see, e.g., [38, 
61]. The spectrum shown in Fig. 4 indicates tha t damping does occur. In 
contrast, a power spectrum (not shown) computed from data taken close to 
the sector crossing contained in the interval used in Fig. 5, shows a small, but 
noticeable, enhancement in power near the cyclotron frequency (c/. Fig. 8, 
[28]). Leamon et al. [38] found a similar variety of spectra in the dissipation 
range. 

The observed change in solar wind temperature with distance indicates 
tha t the solar wind is heated signiflcantly [15,16,20,21,22,50,60], however, 
the source of heating is unclear. Certainly the dissipation of shock waves and 
the pickup of interstellar ions in the outer heliosphere contribute. However, 
shock waves generated by the interaction of fast and slow wind generally do 
not form inside 1—2 AU, and there have been periods in the outer heliosphere 
nearly devoid of shocks [8], so tha t shocks alone are inadequate to explain the 
observations. Thus, it is quite plausible tha t heating by turbulent dissipation 
is important , especially in the inner heliosphere. 
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Fig. 5. A dynamic spectrum of the normalized magnetic helicity constructed from 
the MarinerlO data used in Fig. 4. The panel consists of 40 individual spectra 
each with 22 degrees of freedom and 467 frequencies ranging from 1.78 x 10^^ to 
4 Hz. The solid line indicates the proton cyclotron frequency. For details of how the 
magnetic helicity was obtained, see [28]. 

The role of turbulent heating in Alfvenic and nonAlfvenic flows in the 
solar wind has been estimated (see, [57,60]). Verma et al. assumed tha t the 
turbulence was either Kolmogorov-like with power indices of ^ % , or was 
Kraichnan-like, with spectral indices of ^ % . They concluded tha t turbu­
lent heating was likely to be an important contributor to the evolution of 
solar wind temperature and tha t the Kolmogorov phenomenology provided 
qualitatively reasonable agreement with Voyager observations, at least for no­
nAlfvenic flows. A complete description of turbulent dissipation of solar wind 
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fluctuations thus appears necessary if we are to understand the temperature 
evolution of the solar wind. 

2 More Realistic Dissipation Operators 

The MHD equations themselves cannot describe the physics of the dissi­
pation range. Even when dissipation terms are added to the ideal equations, 
the form they take is analogous to the viscous term in the Navier-Stokes 
equation and are not derived directly from physical arguments. Indeed, the 
dissipation terms are often included more to control numerical instabilities in 
the solutions than for physical reasons. Furthermore, the resistive and viscous 
terms, although weighted somewhat to damp preferentially small scales and 
large gradients, affect a broad range of the spectrum. 

Ideally, to study realistically the dissipation range of solar wind ffuctua-
tions one would like to use the full set of Vlasov-Maxwell equations. Present 
computational capabilities, however, make it impractical to solve large-scale 
problems with complicated initial and boundary conditions. This leaves the 
theoretical description of the three-dimensional evolution of the solar wind 
largely dependent on solutions of magnetoffuid equations. While there have 
been attempts during the past several years to use new algorithms for par­
ticle simulations to attack large-scale problems, the results have yet to achieve 
adquate resolution [6,7,42]. 

One approach to including particle effects in ffuid descriptions is to use 
"test particles" moving in the electric and magnetic flelds computed from so­
lutions to the MHD equations. While this technique can indicate important 
physical effects [2], it is not self-consistent. There are two complementary 
motivations for reflning dissipation coefficients in the ffuid equations: ffrst, 
many algorithms, most notably spectral methods, require some form of dis­
sipation to simulate turbulent evolution. Some ffnite difference algorithms 
contain numerical dissipation that provides the necessary stabilization. This 
dissipation may be present throughout the solution, or, as is the case in the 
ffux-corrected-transport (FCT) algorithm [62,14] only where sharp gradients 
appear. See [26] for a recent application to solar wind turbulence. Dissipation 
within finite difference codes will not be discussed further here. The second 
rationale for including dissipation in ffuid algorithms is to modify the ffuid 
equations in ways that mimic salient physical properties of the plasma. We 
shall discuss several approaches for doing this in the remainder of this paper, 
concentrating on numerical techniques that use spectral or pseudospectral 
algorithms. 

2.1 Hyperresistivity and Hyperviscosity 

The standard viscous dissipation operator in the Navier Stokes and MHD 
equations is z/V^, which, when transformed into Fourier space has the form 
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STRUC03 Time = 4 

100 

Fig. 6. Spectra of "outward" (2+; dashed) and "inward" {z~; sohd) fluctuations at 
T = 4 in a 2-1/2-dimensional simulation with structures and waves. The straight 
lines have slopes of ~%. (From [47].) 

vk"^. Unless the simulation is very large, dissipation will affect the interme­
diate as well as the small scales. One technique for further concentrating the 
dissipation at the smallest scales, is to add higher order terms [1,4,5,45]. In 
Fourier space, the dissipation terms in the equations are modified so tha t the 
viscosity and resistivity become 

iy{k) = i/o [1 + {k/keqf] 

fl{k) = /iO [1 + [k/keqf] (1) 

The parameter /Cĝ  controls the strength of the bi-Laplacian contribution to 
the dissipation. Wi th careful adjustment of the values of VQ, /IQ, and keq, one 
can obtain very low dissipation for most wave vectors and approximate a 
nearly dissipation-free inertial range power spectrum. 

As an example, in Fig. 6 we show a spectra computed from a 2-1/2-
dimensional simulation [47] with 256 x 256 Fourier modes. The two curves 
are spectra of outward (positive cross helicity) and inward (negative cross 
helicity) fluctuations. The simulation was designed to explore the interaction 
between Alfvenic fluctuations and structures. A well-deflned inertial inertial 
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range is evident. The bi-Laplacian is not the only generalization of the stan­
dard Navier Stokes formulation; other artificial dissipation coefficients have 
been developed and used successfully (see, e.g., Umeki and Terasawa [59]). 

Hyperviscosity and hyperresistivity, because they dramatically reduce 
damping of intermediate scale fluctuations, are very useful for exploring con­
ditions under which inertial range spectra might form and for determining 
what the slope of the inertial range will be. In addition, they are not very 
computationally expensive to implement. Nonetheless, such artificial modifi­
cations of the magnetofluid equations cannot be used to provide physically 
meaningful information about the dissipation range. 

2.2 Generalized Dissipation Operators 

A more physically motivated approach to generalizing dissipation in fluid 
models was developed by Passot and Pouquet [45] and Passot et al. [44]. 
Transport operators are constructed satisfying certain general conditions in­
cluding a requirement that dissipation lead to an increase of entropy inde­
pendent of reference frame. Additionally, one can require that dissipation 
be greatest in regions of large gradients in velocity, density, or current, and 
minimal in homogeneous regions. 

The technique was implemented for MHD by Siregar et al. [51]. In the 
MHD formalism, two viscosity functions are defined that adjust to local gra­
dients for both the compressional and solenoidal components of velocity. A 
nonlinear conductivity is also included which decreases quadratically as the 
current increases so that the resistivity becomes large in current sheets while 
remaining asymptotically small where the magnetic field is relatively un­
structured. This form for the resistivity has the property that it produces an 
anomalous increase for currents exceeding a particular "critical" value, thus 
mimicking the behavior of microinstabilities which limit current growth. 

The dissipation operators have been used to study various physical situa­
tions, including reconnection and the evolution of a von Karman vortex street 
(see [53]) and the results were compared with those obtained using standard 
Navier-Stokes and bi-Laplacian dissipation. The Karman vortex street has 
the property that there are readily identifiable regions of large spatial gradi­
ents. These can be used to compare linear and nonlinear dissipation operators. 
Fig. 7 shows profiles of an arbitrary cut of the viscous dissipation functions at 
T = 3 from pseudospectral simulations using the standard (dotted line) and 
nonlinear (solid line) dissipation terms. Although the maxima in the dissipa­
tion occur at the same locations, the nonlinear dissipation is better confined 
to regions of large gradients. 

The method has also been applied to the study of turbulent dissipation. 
In those simulations, two neutral sheets were embedded in regions of oppo­
sitely directed uniform magnetic fields. Fig. 8 compares the omnidirectional 
(modal) internal energy, kinetic energy, and magnetic energy at T = 3 from 
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Fig. 7. Spatial profiles of the viscous dissipation function associated with a velocity 
shear flow which produces a vortex street. (From [51].) 
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Fig. 8. The omnidirectional (modal) internal energy (dotted line), kinetic energy 
(dashed line), and magnetic energy (solid line) at T = 3 from simulations that 
compare the Navier-Stokes and nonlinear dissipation operators in a reconnecting 
current sheet. (From [51].) 

the s tandard and nonlinear simulations of magnetic reconnection. The om­
nidirectional modal spectrum, P G ( ^ ) , is defined by G = ^ P G ( ^ ) ^ ( ^ ) , where 
G is the average value of a physical quantity, Poik) is the average value of 
the Fourier component in each wave number bin, and n{k) is the number of 
Fourier modes in each isotropic k^^ integer bin, {k — 1/2) < |k| < (/c + 1/2). 
At low wave numbers the spectra are nearly identical; however, for /c > 5, 
the s tandard dissipation coefficient results in lower overall power, suggesting 
tha t significant dissipation is occurring even at low values of k. In contrast. 
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the nonlinear operators damp only the highest wave numbers and preserve 
an inertial range out to the Nyquist frequency. 

n-2 

\ Bi-Laplacian \ Nonlinear 

100 

Fig. 9. Similar to Fig. 8, but comparing the "bi-Laplacian" and "nonlinear" dissi­
pation operators. (From [24].) 

Fig. 9 compares a similar run, also at T = 3, at a slightly lower Mach 
number (« 0.2) using the bi-Laplacian dissipation (left) (eq. 1) and nonlinear 
function (right). While the bi-Laplacian dissipation does a better job than 
the standard Navier-Stokes coefficient at preserving a nearly dissipation-free 
inertial range, the power law portion of the spectrum does not extend to 
nearly as high wave number as when the nonlinear function is used (c/. Fig. 8). 

In general, the nonlinear dissipation operators preserve more information 
at intermediate scales than do either the standard Navier-Stokes or hypervis­
cosity and hjrperresistivity terms. In the magnetic reconnection studies, qua-
drupoles in vorticity and current are particularly well defined. In addition, the 
nonlinear resistivity operators allow for the formation of a self-consistent resi­
stive length scale which in turn supports the formation of multiple X—points 
in reconnection layers. 

2.3 Hall MHD and Finite Larnior Radius Corrections 

The methods described above make no attempt to incorporate kinetic 
aspects of the damping into the fluid formalism. Even the approach using 
entropy production near strong gradients cannot account for changes in, e.g., 
the temperature anisotropy that accompanies ion cyclotron damping. To in­
clude such kinetic processes within the fluid formalism requires that the fluid 
equations themselves be modifled. The simplest modiflcation is to use a more 
generalized Ohm's Law that incorporates some of the kinetic modiflcations 
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which occur near the proton cyclotron frequency and Larmor radius. Two 
terms, both of equal order, must be addressed, viz., the Hall and Finite Lar­
mor Radius correction terms. 

Motivated by the question as to whether the break in the power spectrum 
near the (Doppler shifted) proton cyclotron frequency (c/. Fig. 4) might arise 
naturally from cyclotron interactions, Ghosh et al. [24] added the Hall term to 
the MHD equations and solved the equations. The Hall term adds a dispersive 
term to the usual Alfven wave dispersion relation. Thus polarization becomes 
a parameter one can study in Hall MHD (c/. Fig. 5). Resonant couplings of 
MHD modes will also be affected, which could lead to changes in the overall 
energy cascade at the proton cyclotron scales. 

Another property of the Hall MHD system is that the cross helicity (glo­
bal) invariant He [18,32,56] is replaced by a hybrid helicity invariant Hh [24, 
58]. Because the Hall term itself is not dissipative, spectral method solutions 
of the Hall-MHD equations must include dissipation explicitly. In [24] a bi-
Laplacian was used and the initial results were limited to a relatively high 
plasma beta (/3 = 4) in an effort to model solar wind parameter regimes. 
In more recent work, Jayanti et al. [35], included the Finite Larmor Radius 
(FLR) correction. Although formally of the same order as the Hall term, the 
FLR term contains an additional dependence on plasma (3. When both terms 
are included, the dimensionless compressible Hall-MHD system of equations 
has the form: 

^ p = - V • (pu) (2a) 

d 1 
— u = - u • Vu - ^ V • [PI + eiT] 
dt pAP^o 

+ - J x B + - i / V 2 u + - I C + - i / 1 V ( V - u ) (2b) 
P P P V 3 y 

-A= (u-e-) xB-pJ + VF (2c) 
dt \ p 

where the isotropic pressure P = p''/{'JM^Q) with 7 = % and Mgo = 0.25 is 
the sonic Mach number (the Alfven Mach number is assumed to be unity). 
In addition, B=Box + V x A, e = LOAI^i = ^(kmin)/^i {^A is the Alfven 
frequency of the lowest wave number), Qi is the proton cyclotron frequency, 
and V and p are given by eq. 1. In constructing the solutions, the Coulomb 
Gauge is assumed, so that F —̂  Ffc = iA; • [u x B]^, /k"^. The FLR term, eiT, 
is given by 
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and the Hall term is eJ/yO with J = V x V x A. 

The initial studies included only the Hall term and the behavior of the 
cross helicity and magnetic helicity were investigated for various values of (3 
and e[24,23]. Here we illustrate how inclusion of the Hall term changes both 
the polarization and power spectra. The results from a 256 x 256 simulation 
are summarized in Fig. 10. The run was initialized with a spectrum of left-
circularly polarized waves propagating parallel to the mean magnetic field and 
/3 = 4. The solution with nonzero Hall term (e = 1/20) has a steeper power 
spectrum at high wave number and the polarization above wave number 
20 is nearly —1, indicating that, at least for large /3, left-hand polarized 
waves disappear near the cyclotron cutoff. Large anisotropies were found in 
the power spectra for small and large plasma /3, but the anisotropies were 
significantly smaller for /3 « 1 [23]. If the steeper slope is caused by the 
suppression of nonlinear cascades due to high cross helicity it is plausible 
that the spectral steepening adjacent to A; = 1/e = 20 is due to additional 
suppression of nonlinear cascades caused by the large value of the generalized 
hybrid helicity H^ [24]. If the nonlinear cascade of power is suppressed by He 
in the inertial range, and further suppressed by the hybrid invariant Hh near 
k = 1/e, then the total energy should decrease when e = 1/20 and somewhat 
more energy should be lost for the e = 0 runs, which is what was found. 

The Hall term alone, however, does not account for all of the observations. 
One issue is that ^% inertial-range slopes are often seen in conjunction with 
the spectral turnover at fp {e.g., Fig. 4). Because velocity measurements are 
unavailable, it is not possible to make a detailed correspondence between the 
simulations, which are sensitive to the polarization and cross helicity, and 
the observations, for which we only have the magnetic helicity. However, the 
simulations suggest that a spectral break at A; = 1/e occurs only when the 
inertial-range spectrum is already steeper than k^^^^ and the cross helicity 
is large. Therefore, if the cross helicity of the interplanetary fluctuations is 
indeed large, then the spectral break near fp may be due to factors outside 
the scope of Hafl MHD. 
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CASE1 

Fig. 10. Simulation results for the e = 0 (dotted line) and e = 1/20 (solid line) 
comparing (a) the modal omnidirectional magnetic energy power S'm(fc) spectrum 
at T = 4 (a k^^ slope is included between 3 < fc < 15 for reference); (b) the time-
averaged polarization Pik^) along Bo; and (c) in gray scale, the time-averaged 
polarization P(k) in the first quadrant of the wave number space k. (FYom [24].) 
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Preliminary results from [35], suggest that the FLR term produces less 
steep spectra than does the Hall term. These results, taken together with the 
earlier ones using the Hall term alone, suggest that the polarization enhance­
ments observed in the simulations are consistent with the observations [28], 
supporting the expectation that cyclotron resonance plays an important role 
in determining the nature of the spectrum near the dissipation range. 

2.4 Kinetic Effects: Quasi-Invariants and Coarse-Graining 

One could go further in incorporating physically accurate descriptions of 
kinetic behavior into a fluid description by, for example, using a two-fluid 
formalism [33,34] or by invoking higher order closures of the fluid equations 
such as the Chapman-Enskog method [9], or the moment method of Grad 
[31]. Perturbation methods, however, have serious limitations. For example, 
the Chapman-Enskog method does not converge in low collisional regimes 
or in situations where large gradients or pressure anisotropies are impor­
tant. Although the Grad approach can include both the FLR and Chew-
Goldberger-Low [10] approximations, it works well only for nearly Maxwel-
lian distributions, and is not well suited for describing nearly-collisionless 
turbulent plasmas. Ideally, one would like to use kinetic theory to construct 
physically realistic dissipation operators for transport processes driven by 
wave-particle interactions, but that is beyond present computational capabi­
lities. Progress can be made, however, by limiting the kinetic effects to, e.g., 
ion cyclotron damping. 

The evolution of the pressure tensor as determined by the exact Vla-
sov moment equations has been described by Siregar and Goldstein [52] 
using microscopic information about the cyclotron interaction to calculate the 
transport coefficients and off-diagonal pressure elements that represent wave-
particle momentum transfers. The resulting equations of state incorporate 
coupling of the mean magnetic field to particle motions in the field-aligned 
and perpendicular directions. The longitudinal action adiabatic invariant, J, 
is destroyed by the nonconservation of linear momentum in that direction, 
while the magnetic moment adiabatic invariant, /x, remains conserved when 
the magnetic field varies slowly during a cyclotron period. 

To apply the resulting equations of state to macroscopic (fiuid) pheno­
mena, Siregar et al. [54] used kinetic information from hybrid simulations 
of the interaction of parallel propagating ion cyclotron waves with a non-
Maxwellian plasma to define a coarse-graining process that averaged the ki­
netic interactions to temporal and spatial scales appropriate to a fiuid de­
scription. A one-dimensional hybrid code and quasifiuid model were used to 
study the evolution of temperature anisotropy in weak and strong resonances. 
The coarse fiuid variables were constructed by taking velocity moments and 
by requiring that all processes contained within hundreds of proton-inertial 
lengths (the scales of nonlocal processes) be taken into account in a single 
coarse fiuid particle. In this way, nonlocal processes for the standard fiuid are 
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scale-renormalized in the coarse fluid particles so that they become "local" 
in the coarse proton fluid. 

A one-dimensional hybrid simulation with rrif, = 0 was used to study low 
frequency cyclotron waves in the frequency range uj{k) < < ujce such that 
uj{k)/k\\Ve << 1 where V^ is the electron thermal velocity. At the fundamen­
tal cyclotron resonance 

k • V = UJres -UJcp <0 (3) 

the resonant phase speed Vres satisfles 

(4) 

where the resonance wave number kres of protons moving with speed Vres{p) 
at a fraction / of the thermal speed a is given by 

fa 

The strength of the resonance at V̂  = a can be deflned as 

C ^ ( a ) = | T I \uJres -kresa,-UJc\ (5) 

where Q is the argument of the plasma dispersion function Z{C,) [17]. 
Weak resonance (C^(a) > 8) is satisfled for large parallel proton velocities 

v\\ K, \ujc/k\ > VA- For weak resonance, the number of resonant protons is 
small compared to the nonresonant thermal protons, and only a fraction of 
the nonresonant protons participate in the mechanical motion of the waves. 
As the resonance strength increases, the number of resonant protons also 
increases and the phase speeds of the cyclotron waves approach the speed of 
sound Cs and nonlocal effects become important. 

The 1-1/2-D hybrid simulations were initialized with an (isotropic) Kappa 
proton velocity distribution with K = 1 and /3 = 0.1 to which various distri­
butions of parallel propagating proton cyclotron waves were added [55]. The 
two coarse variables / i(t) = < /x > and /2(t) = < J > show strong anticor-
relations in time for weak to intermediate resonance strengths (see Fig. 11) 
at hundreds of proton-cyclotron periods. Anticorrelation remains signiflcant 
even in a random-phased spectrum of waves but disappears in the strongest 
resonance cases studied. The anticorrelations of the coarse variables reflect 
the (nonlocal) energy transfers between the cyclotron-damped wave(s) and 
the parallel and perpendicular velocities of the resonant and nonresonant pro­
tons. Fig. 11 shows the anticorrelation of / i and /2, and the quasi-invariance 
of J = mi/ i( t ) +77x2/2(t) ("Xi = 3/5 and m2 = 2/5 for all cases studied). The 
signiflcance of the values of mi and m2 is not known [54,55]. 
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Fig. 11 . Beliavior of tlie coarse invariants for a single wave in weak resonance with 
a nonMaxwellian proton distribution. (From [55]). 

3 Summary and Conclusions 

This review has discussed modifications to the magnetofluid equations 
tha t a t t empt to describe the transition between the inertial and dissipation 
ranges more physically than does the s tandard Navier-Stokes approach. The 
simplest approach is to add higher order derivatives in the form of hyperre-
sistivity and viscosity (eq. 1) to the Navier-Stokes terms. While this simple 
change does improve resolution in the inertial range, the resulting equations 
have not been derived from first principles in a physically motivated way. 
Thus, it is difficult to determine the extent to which the evolution of the 
energy containing scales has been modified, although the simulations them­
selves suggest tha t any modifications tha t have occurred are small because 
the overall results of the simulations resemble closely results obtained without 
the higher order dissipation term. 

The use of nonlinear operators [44,45] and [5f ] is more physically moti­
vated. These operators are self-adjusting and become important only near 
sharp gradients. In studies of magnetic reconnection and shear-flow insta­
bilities, the nonlinear operators produce dissipation tha t limits the current 
near the X-point of magnetic reconnection regions and confines dissipation 
to regions of strong velocity gradients in the vortex street studies. 
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By generalizing the MHD equations to include a more general Ohm's Law, 
physical processes dependent on the proton cyclotron scale can be incorpo­
rated. Neither the Hall nor FLR terms are dissipative, so additional modi­
fications must be made to ensure numerical stability. (These modifications 
can include either the bi-Laplacian or nonlinear operators.) One limitation of 
this approach is tha t one may need to consider other contributions to Ohm's 
Law, such as the electron pressure gradient, tha t may be as important or 
more important than either the Hall or FLR terms (J. D. Scudder, private 
communication, f995). Such two-fluid models are beyond the scope of the 
present review, but have been considered in other contexts by, e.g., [33,34, 
37]. 

Particle simulations can be combined with fluid codes and theory to s tudy 
how finite amplitude fluctuations evolve and dissipate. Vlasov theory can be 
used to construct dissipation operators tha t are both physically realistic and 
which permit accurate numerical calculation of small scale turbulent features. 
To merge the kinetic and fluid scales some averaging of kinetic processes is 
necessary. Coarse-graining of the fluid equations has shown the existence of a 
quasi-invariant [54,55] tha t relates the quasifluid parallel and perpendicular 
temperatures. For weak resonances, there is a strong anticorrelation between 
those components of the pressure tensor. The situation for strongly resonance 
plasmas remains to be explored. The quasi-invariant formulation predicts 
an inverse plasma /3|| dependence for the quasi-steady anisotropic state as 
observed and predicted [f9]. 
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Abs t r ac t . We derive a weak turbulence formalism for incompressible MHD. 

Three-wave interactions lead to a system of kinetic equations for the spectral den­

sities of energy and helicity. The kinetic equations conserve energy in all wavevector 

planes normal to the applied magnetic field Bo ey. Numerically and analytically, we 

find energy spectra E '^ fc"*, such that n+ + n _ = —4, where E are the spectra 

of the Elsasser variables z = v ± b in the two-dimensional case (fcy = 0). The 

constants of the spectra are computed exactly and found to depend on the amount 

of correlation between the velocity and the magnetic field. Comparison with several 

numerical simulations and models is also made. 

1 Introduction and General Discussion 

Magnetohydrodynamic (MHD) turbulence plays an important role in ma­
ny astrophysical situations [34], ranging from the solar wind [23], to the Sun 
[35], the interstellar medium [14] and beyond [50], as well as in laboratory 
devices such as tokamaks (see e.g. [46] [43] [12] [44]). A very instrumental 
step in recognizing some of the features tha t distinguished MHD turbulence 
from hydrodynamic turbulence was taken independently in the early sixties 
by Iroshnikov and Kraichnan in 1965 (IK; [19] [17]). They argued tha t the 
destruction of phase coherence by Alfven waves traveling in opposite direc­
tions along local large eddy magnetic fields introduces a new time scale and 
a slowing down of energy transfer to small scales. They pictured the scatte­
ring process as being principally due to three wave interactions. Assuming 
3D isotropy, dimensional analysis then leads to the prediction of a k^^^"^ 
Kolmogorov finite energy flux spectrum. 

However, it is clear, and it has been a concern to Kraichnan and others 
throughout the years, tha t the assumption of local three dimensional isotropy 
is troublesome. Indeed numerical simulations and experimental measure­
ments both indicate tha t the presence of strong magnetic flelds make MHD 
turbulence strongly anisotropic. Anisotropy is manifested in a two dimen-
sionalization of the turbulence spectrum in a plane transverse to the locally 
dominant magnetic fleld and in inhibiting spectral energy transfer along the 
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© Springer-Verlag Berlin Heidelberg 1999 
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direction parallel to the field [27] [29] [30]. Replacing the 3D isotropy assump­
tion by a 2D one, and retaining of the rest of the IK picture, leads to the 
dimensional analysis prediction of a A;J spectrum (BQ = Boe||, the applied 
magnetic field, A;|| = k-e|| , k^ = k —A;|| e||, k± = \k±\) although recent nume­
rical simulations by Ng and Bhattacharjee [31] [32] to confirm this spectrum 
were inconclusive. Indeed, it is also difficult to determine the exact spectral 
slope from experimental data. 

A major controversy in the debate of the universal features of MHD tur­
bulence was introduced by Sridhar and Goldreich (SG [40]) in 1994. They 
challenged that part of IK thinking which viewed Alfven wave scattering as 
a three wave interaction process, an assumption implicit in the IK derivation 
of the A;̂ /̂̂  spectrum. SG argue that, in the inertial range where amplitu­
des are small, significant energy exchange between Alfven waves can only 
occur for resonant three wave interactions. Moreover, their argument conti­
nues, because one of the fluctuations in such a resonant triad has zero Alfven 
frequency, the three wave coupling is empty. They conclude therefore that 
the long time dynamics of weak MHD fields are determined by four wave 
resonant interactions. 

This conclusion is false. In this paper, we will show that resonant three 
wave interactions are non empty and lead to a relaxation to universal beha­
vior and significant spectral energy redistribution. Moreover, weak turbulence 
theory provides a set of closed kinetic equations for the long time evolution of 
the eight power spectra, corresponding to total energy e*'(k), parallel energy 
^*'(k), magnetic and pseudo magnetic helicities i?*'(k), /*'(k) constructed 
from the Elsasser fields z^ = v + sb, s = ±1 , where v and b are the fluc­
tuating velocity and Alfven velocity respectively. The latter is defined such 
that b = H/^i^oPo, where po is the uniform density and po the magnetic 
permeability. We will also show that a unique feature of Alfven wave weak 
turbulence is the existence of additional conservation laws. One of the most 
important is the conservation of energy on all wavevector planes perpendicu­
lar to the applied field BQ. There is no energy transfer between planes. This 
extra symmetry means that relaxation to universal behavior only takes place 
as function of k± so that, in the inertial range (or window of transparency), 
e*'(k) = f{k^)k'^ where /(A;||) is non universal. 

Because weak turbulence theory for Alfven waves is not straightforward 
and because of the controversy raised by SG, it is important to discuss ca­
refully and understand clearly some of the key ideas before outlining the 
main results. We therefore begin by giving an overview of the theory for the 
statistical initial value problem for weakly nonlinear MHD fields. 

1.1 Alfven Weak Turbulence: the Kinematics, the Asymptotic 
Closure, and Some Results 

The starting point is a kinematic description of the fields. We assume that 
the Elsasser fields z^(x, t) are random, homogeneous, zero mean fields in the 
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three spatial coordinates x. This means that the n-point correlation functions 
between combinations of these variables estimated at x i , ...,x„ depend only 
on the relative geometry of the spatial configuration. We also assume that 
for large separation distances |xi — Xj| along any of the three-spatial direc­
tions, fluctuations are statistically independent. We will also discuss the case 
of strongly two dimensional flelds for which there is signiflcant correlation 
along the direction of the applied magnetic fleld. We choose to use cumulants 
rather than moments, to which the cumulants are related by a one-to-one 
map. The choice is made for two reasons. The flrst is that they are exactly 
those combinations of moments which are asjTiiptotically zero for all large se­
parations. Therefore they have well deflned and, at least initially before long 
distance correlations can be built up by nonlinear couplings, smooth Fourier 
transforms. We will be particularly interested in the spectral densities 

1 + 00 

€ ' ( k ) = ( ^ y _ ( z | ( x ) 4 ( x + r ) ) e — r ^ r (1) 

of the two point correlations. (Remember, Zj{x.) has zero mean so that the se­
cond order cumulants and moments are the same.) The second reason for the 
choice of cumulants as dependent variables is that, for joint Gaussian flelds, 
all cumulants above second order are identically zero. Moreover, because of 
linear wave propagation, initial cumulants of order three and higher decay 
to zero in a time scale (6o^||) "'̂  where bo = BO/A/ZADJOO is the Alfven velo­
city (60 = |bo|) and k7 a dominant parallel length scale in the initial fleld. 
This is a simple consequence of the Riemann-Lebesgue lemma; all Fourier 
space cumulants become multiplied by fast nonvanishing oscillations because 
of linear wave properties and these oscillations give rise to cancelations upon 
integration. Therefore, the statistics approaches a state of joint Gaussianity. 
The amount by which it differs, and the reason for a nontrivial relaxation of 
the dynamics, is determined by the long time cumulative response generated 
by nonlinear couplings of the waves. The special manner in which third and 
higher cumulants are regenerated by nonlinear processes leads to a natural 
asymptotic closure of the statistical initial value problem. 

Basically, because of the quadratic interactions, third order cumulants 
(equal to third order moments) are regenerated by fourth order cumulants and 
binary products of second order ones. But the only long time contributions 
arise from a subset of the second order products which lie on certain resonant 
manifold deflned by zero divisors. It is exactly these terms which appear in 
the kinetic equations which describe the evolution of the power spectra of 
second order moments over time scales (e^6o^||)^^- Here, e is a measure of 
the strength of the nonlinear coupling. Likewise, higher order cumulants are 
nonlinearly regenerated principally by products of lower order cumulants. 
Some of these small divisor terms contribute to frequency renormalization and 
others contribute to further {e.g. four wave resonant interactions) corrections 
of the kinetic equations over longer times. 
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Wha t are the resonant manifolds for three wave interactions and, in par­
ticular, what are they for Alfven waves ? They are defined by the divisors of a 
system of weakly coupled wavetrains aj-e*'-''''^"°'•'^'•'*^ with tOs{kj) the linear 
wave frequency, s its level of degeneracy, which undergo quadratic coupling. 
One finds tha t tr iads k, K, L which lie on the resonant manifold defined for 
some choice of s, s', s", by 

k = K + L , 

interact strongly (cumulatively) over long times {t^ ujo)^"^, UJQ a typical fre­
quency. For Alfven waves, UJS(}^) = sho • k = sbok\\ when s = ± 1 (Alfven 
waves of a given wave vector can travel in one of two directions) and bo, the 
Alfven velocity, is the strength of the applied field. Given the dispersion rela­
tion, uj = sho • k, one might ask why there is any weak turbulence for Alfven 
waves at all because for, s = s' = s", (2) is satisfied for all tr iads. Further­
more, in tha t case, the fast oscillations multiplying the spectral cumulants 
of order N + 1 in the evolution equation for the spectral cumulant of order 
N disappear so tha t there is no cancelation (phase mixing) and therefore 
no natural asymptotic closure. However, the MHD wave equations have the 
property tha t the coupling coefficient for this interaction is identically zero 
and therefore the only interactions of importance occur between oppositely 
traveling waves where s' = —s, s" = s. In this case, (2) becomes 

2sbo • K = 2s6oK|| = 0 . (3) 

The third wave in the triad interaction is a fluctuation with zero Alfven 
frequency. SG incorrectly conclude tha t the effective amplitude of this zero 
mode is zero and tha t therefore the resonant three wave interactions are null. 

Although some of the kinetic equations will involve principal value integral 
(PVI) with denominator suj(k.) + suj{K) — suj(k — K) = 2S6OK||, whose meaning 
we discuss later, the majority of the terms contain the Dirac delta functions 
of this quantity. The equation for the total energy density contains only the 
latter implying tha t energy exchange takes place by resonant interactions. 
Both the resonant delta functions and PVI arise from taking long time limits 
t —̂  00, e^t flnite, of integrals of the form 

Fm,eH) U^i»bok^^t) _ A (^2isbok\\)-^ dk\\ 

F{k«,eH) (nsgn{t)S{2sbok«) + iV{-^)] dk« . (4) 
" \ " 2soofc|| / 

Therefore, implicit in the derivation of the kinetic equations is the assumption 
tha t F{k\\,e'^t) is relatively smooth near A;|| = 0 so tha t F{k\\,e'^t) remains 
nearly constant for A;|| ^ e^. In particular, the kinetic equation for the total 
energy density 

e«(k^,fc||) = i :? i</--(k±,fc||) (5) 
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is the integral over K± of a product of a combination of (/^|,(k^ — K±,k^^) 
with Q^''{K,±,0) = Up,mkpkmqpm^''{i^±,0)- Three observations (01,2,3) and 
two questions (Ql,2) arise from this result. 

0 1 - Unlike the cases for most systems of dispersive waves, the resonant 
manifolds for Alfven waves fol iate wavevector space. For typical dispersion 
relations, a wavevector K, lying on the resonant manifold of the wavevector k, 
will itself have a different resonant manifold, and members of tha t resonant 
manifold will again have different resonant manifolds. Indeed the union of all 
such manifolds will fill k space so tha t energy exchange occur throughout all 
of k space. 

0 2 - In contrast, for Alfven waves, the kinetic equations for the total 
energy density contains A;|| as a parameter which identifies which wavevector 
plane perpendicular to B Q we are on. Thus the resonant manifolds for all 
wavevectors of a given A;|| is the plane A;|| = A;||. The resonant manifolds 
foliate k-space. 

0 3 - Further, conservation of total energy holds for each A;|| plane. There 
is energy exchange between energy densities having the same A;|| value but 
not between those having different A;|| values. Therefore, relaxation towards a 
universal spectrum with constant transverse flux occurs in wavevector planes 
perpendicular to the applied magnetic fleld. The dependence of the energy 
density on A;|| is nonuniversal and is inherited from the initial distribution 
along A;||. 

Q l - If the kinetic equation describes the evolution of power spectra for 
values of A;|| outside of a band of order e^, ^ < 2, then how does one deflne the 
evolution of the quantities contained in Q^''{K±,0) SO as to close the system 
in A;|| ? 

Q 2 - Exactly what is Q^''{K±,0) ? Could it be effectively zero as SG sur­
mise ? Could it be possibly singular with singular support located near A;|| = 0 
in which case the limit (4) is suspect ? To answer the crucially important 
question 2, we begin by considering the simpler example of a one dimensio­
nal, s tat ionary random signal u{t) of zero mean. Its power spectrum is f{uj) 
the limit of the sequence fhi^) = ^ /_i( '"(^) '"(^ + T))e^*"'^ dr which exists 
because the integrand decays to zero as T —̂  ±oo . Ergodicity and the statio-
nari ty of u{t) allows us to estimate the average R{T) = {u{t)u{t + T ) ) by the 
biased estimator 

I [•L-\T\/2 

^L{T) = 777 / «(* - T/2)u{t + r / 2 ) dt 
'^^ •J-L+\T\/2 

with mean E{RL{T)} = (1 — T/2L)R{T). Taking L sufficiently large and 
assuming a sufficiently rapid decay so tha t we can take RL(T) = 0 for \T\ > 
2L means tha t RL(T) is simply the convolution of the signal with itself. 
Furthemore the Fourier transform SL{UJ) can then be evaluated as 

2L 1 rL 
icjT ' SL{LO)= I RT{T)e-'''^ dr = — I M(t)e-*"* dt ^ 

'-2L 2L J_j^ 
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For sufficiently large L, the expected value of Si^{uj) is S{uj), the Fourier 
transform of i?(T) although the variance of this estimate is large. Nevertheless 
SL{UJ), and in particular S'L(O), is generally non zero and measures the power 
in the low frequency modes. To make the connection with Fourier space, we 
can think of replacing the signal u{t) by the periodic extension of the trunca­
ted signal ML(t) = u{t), \t\ < L; ULit + 2L) for |t| > L. The zero mode of the 
Fourier transform 0^(0) = ^ /_^ u{t) dt is a nonzero random variable and, 
while its expected value (for large L) is zero, the expected value of its square 
is certainly not zero. Indeed the expected value of 5* (̂0) = 2La'j^{0) has a 
finite nonzero value which, as L —̂  oo, is independent of L as a^(0) has mean 
zero and a standard deviation proportional to (2L)^^/^. Likewise for Alfven 
waves, the power associated with the zero mode Q^''{K±,0) is nonzero and 
furthermore, for the class of three dimensional fields in which correlations de­
cay in all directions, Q^''{K,±, k\\) is smooth near A;|| = 0. Therefore, for these 

fields, we may consider Q^''{K±,0) as a limit of Q^''{K±,k^^) as -^ > 0 and 

^• jJ > 00. Here k±o is some wavenumber near the energy containing part 
of the inertial range. Therefore, in this case, we solve first the nonlinear ki­
netic equation for linikn^o e|(A;^, A;||), namely for very oblique Alfven waves, 
and having found the asjTiiptotic time behavior of e*'(A;^,0), then return to 
solve the equation for e''{k±,k^^) for finite A;||. 

Assuming isotropy in the transverse k± plane, we find universal spectra 
ĉ A;"° for i?*'(A;̂ ) {^ E^{k^,Q) dk^^ = ^ e^{k^) dk.^), corresponding to finite 
fluxes of energy from low to high transverse wavenumbers. Then e*'(A;̂ , A;||) = 
27r/*'(A;||)c^A;"°^ where /*(A;||) is not universal. These solutions each corre­
spond to energy conservation. We flnd that convergence of all integrals is 
guaranteed for —3 < ns,n^s < —1 and that 

n^ + n_ = —4 (6) 

which means, that for no directional preference, n^ = n^ = —2. These solu­
tions have flnite energy, i.e. j E dk± converges. If we interpret them as being 
set up by a constant flux of energy from a source at low k± to a sink at 
high k±, then, since they have flnite capacity and can only absorb a flnite 
amount of energy, they must be set up in flnite time. When we searched 
numerically for the evolution of initial states to the flnal state, we found a 
remarkable result which we yet do not fully understand. Each E''{k±) beha­
ves as a propagating front in the form i?*'(A;̂ ) = (to —ty^'^Eo{k^{to — t)^/^) 
and Eo{l) '^ l^'^l'^ as / —̂  +(X). This means that for t < to, the i?*'(A;̂ ) 
spectrum had a tail for k±_ < (to — t)^^/^ with stationary form k^ ' joined 
to A;̂  = 0 through a front Eo{k^{to — t)^/^). The 7/3 spectrum is steeper 
than the +2 spectrum. Amazingly, as t approached very closely to to, distur­
bances in the high k±_ part of the k^ ' solution propagated back along the 
spectrum, rapidly turning it into the flnite energy flux spectrum kj^. We 
neither understand the origin nor the nature of this transition solution, nor 
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do we understand the conservation law involved with the second equilibrium 
solution of the kinetic equations. Dimensional analysis suggests that it is as-
sociated with the conservation of the spectral density k^ E^{k) and that 
would seem to connote a nonlocal quantity in physical space. However, it is 
more likely determined as a condition on the front solution of the integro-

— 7/3 
differential equation. The almost constant k^ spectrum would appear to 
allow a nonlocal interaction whereby the energy at the developing front can 
be instantaneously supplied by the reservoir at small k. Once the connection 
to infinity is made, however the circuit between source and sink is closed and 
the finite flux energy spectrum takes over. 

To this point we have explained how MHD turbulent fields for which 
correlations decay in all directions relax to quasiuniversal spectra via the 
scattering of high frequency Alfven waves with very oblique, low frequency 
ones. But there is another class of fields that it is also important to consider. 
There are homogeneous, zero mean random fields which have the anisotropic 
property that correlations in the direction of applied magnetic field do not 
decay with increasing separation BQ • (xi — X2). For this case, we may think 
of decomposing the Elsasser fields as 

z |(x^,x| | ) = z | ( x ^ ) + 5|(x^,x||) (7) 

where the l^(x^, X||) have the same properties of the fields considered hereto­
fore but where the average of 2;^(x^,X||) over X|| is nonzero. The total average 
of ẑ  is still zero when one averages z^(x^) over x^. In this case, it is not 
hard to show that correlations 

{zj{x±,x\\)zp{x± +r^ ,X | | +r | | ) ) 

divide into two parts 

(zj"(x^)4'(x^ + r ^ ) ) + (lj"(x^,x||)5j",'(x^ + r ^ , x | | +r | | ) ) 

with Fourier transforms, 

4 < (k) = (5(fc||) 4 < (fc^)+</-: (fc^, fc||), (8) 
when q is smooth in k^ and q is smooth in both k^ and A;||. The former is 
simply the transverse Fourier of the two point correlations of the X|| averaged 
field. Likewise all higher order cumulants have delta function multipliers S{k\\) 
for each k dependence. For example 

4<^<: (k, k') = (5(fc||) (5(fc[|) q^^:f (k^, k i ) 

is the Fourier transform of 

(z|(x^) zp{x± + r±) zf{x± + r^)) . 
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Such singular dependence of the Fourier space cumulants has a dramatic 
effect on the dynamics especially since the singularity is supported precisely 
on the resonant manifold. Indeed the hierarchy of cumulant equations for 
qi"-) simply loses the fast (Alfven) time dependence altogether and becomes 
fully nonlinear MHD turbulence in two dimensions with time t replaced by 
et. Let us imagine, then, that the initial fields are dominated by this two 
dimensional component and that the fields have relaxed on the time scale 
t ^ e^^ to their equilibrium solutions of finite energy fiux for which E{k±) is 

—5/3 
the initial Kolmogorov finite energy fiux spectrum k^ for k±_ > ko, ko some 

— —1/3 

input wave number and E{k±) ^ k^ corresponding to the inverse fiux of 
the squared magnetic vector potential ( ^ ; B = V x ^ ) . ^ (k ) , the spectral 
density of {A'^), bahaves as A;̂  . These are predicted from phenomenological 
arguments and supported by numerical simulations. 

Let us then ask : how do Alfven waves (Bragg) scatter off this two dimen­
sional turbulent field ? To answer this question, one should of course redo 
all the analysis taking proper account of the S{k\\) factors in q'-"'\ However, 
there is a simpler way. Let us imagine that the power spectra for the 5̂  fields 
are supported at finite A;|| and have much smaller integrated power over an 
interval 0 < A;|| < /3 <C 1 than do the two dimensional fields. Let us replace 
the S{k\\) multiplying (/^^,(k^) by a function of finite width f3 and height 
/3^^. Then the kinetic equation is linear and describes how the power spec­
tra, and in particular e*'(k), of the 5̂  fields interact with the power spectra 
of the two dimensional field z^. Namely, the (5^*'(k^,0) field in the kinetic 
equation is determined by the two dimensional field and taken as known. 
The time scale of the interaction is now /3e^^, because the strength of the 
interaction is increased by f3^^ and, is faster than that of pure Alfven wave 
scattering. But the equilibrium of the kinetic equation will retain the pro­
perty that n^ + n_ = —4 where now n_s is the phenomenological exponent 
associated with two dimensional MHD turbulence and n-s the exponent of the 
Alfven waves. Note that when n_s = —5/3, n-s is —7/3, which would agree 
with the temporary spectrum observed in the finite time transition to the 
kj_ spectrum. 

We now proceed to a detailed presentation of our results. 

2 The Derivation of the Kinetic Equations 

The purpose in this section is to obtain closed equations for the energy 
and helicity spectra of weak MHD turbulence, using the fact that, in the 
presence of a strong uniform magnetic field, only Alfven waves of opposite 
polarities propagating in opposite directions interact. 



A Weak Turbulence Theory for Incompressible Magnetohydrodynamics 299 

2.1 T h e Bas ic Equat ions 

We will use the weak turbulence approach, the ideas of which are described 
in great detail in the book of Zakharov, L'vov and Falkovich (1992). There 
are several different ways to derive the weak turbulence kinetic equations. We 
follow here the technique tha t can be found in Benney and Newell (1969). 
We write the 3D incompressible MHD equations for the velocity v and the 
Alfven velocity b 

( a t + v - V ) v = - V P ^ + b - V b + z/V^v, (9) 

( a t + v - V ) b = b - V v + ?7V2b, (10) 

where P* is the total pressure, v the viscosity, ry the magnetic diffusivity 
and V • V = 0, V • b = 0. In the absence of dissipation, these equations 
have three quadratic invariants in dimension three, namely the total energy 
i?-^ = ^(w^+6^), the cross-correlation E'^ = (v -b) and the magnetic helicity 
H'^ = {A-B) [47]. 

The Elsasser variables z" = v + sb with s = ± 1 give these equations a 
more symmetrized form, namely: 

(5t + z-« • V) z« = - V P * , (11) 

where we have dropped the dissipative terms which pose no particular closure 
problems. The first two invariants are then simply written as 2E'' = (Iz**!^). 

We now assume tha t there is a strong uniform magnetic induction field 
Bo along the unit vector e|| and non dimensionalize the equations with the 
corresponding magnetic induction B Q , where the z" fields have an amplitude 
proportional to e (e <C 1) assumed small compared to bo. Linearizing the 
equations leads to 

{dt - s6o5||)z,^ = -ed^^z-'z'^ - 5,^-P*, (12) 

where 9|| is the derivative along e||. The frequency of the modes at a wave-
vector k is uj(k) = ct;fc = bo • k = 6o^|| • We Fourier transform the wave fields 
using the interaction representation, 

Zj"(x , t )= f A'j{k,t)eJ^''dk= /"aj"(k,t)e*('''^+""'=*)dk, (13) 

where a^(k, t) varies slowly in time because of the weak nonlinearities; hence 

dta'jiKt) = -*efcmPj„y"a„«(K)a;(L)e*(-«"'=-«"»+«"^)*(5k,«LdKL (14) 

with d^L = dKdL and (5k,KL = (5(k —K —L); finally, Pjnik) = Sjn —kjknk^"^ is 
the usual projection operator keeping the A^(k) fields transverse to k because 
of incompressibility. The exponentially oscillating term in (14) is essential: 
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its exponent should not vanish when (k — K — L) = 0, i. e. the waves should 
be dispersive for the closure procedure to work. In that sense, incompressible 
MHD can be coined "pseudo"-dispersive because although ujk ^ k, the fact 
that waves of one s-polarity interact only with the opposite polarity has 
the consequence that the oscillating factor is non-zero except at resonance; 
indeed with uj/. = 6o^||) one immediately sees that —suj/. — suj,^ + suji^ = 
s(—A;|| — K|| + i | |) = —2sK|| using the convolution constraint between the 
three waves in interaction. In fact, Alfven waves may have a particularly weak 
form of interactions since such interactions take place only when two waves 
propagating in opposite directions along the lines of the uniform magnetic 
field meet. As will be seen later (see §3), this has the consequence that the 
transfer in the direction parallel to BQ is zero, rendering the dynamics two-
dimensional, as is well known (see e.g. [29] [39]). Technically, we note that 
there are two types of waves that propagate in opposite directions, so that 
the classical criterion [48] for resonance to occur, viz. LO" > 0 does not apply 
here. 

2.2 Toroidal and Poloidal Fields 

The divergence-free condition implies that only two scalar fields are nee­
ded to describe the dynamics; following classical works in anisotropic turbu­
lence, they are taken as [10] [15] [36] 

z' =zl+z'r, = Vx (V'"e | | )+Vx ( V x (</>"e||)), (15) 

which in Fourier space gives 

A^(k) = i k x e | | V^«(k)-kx (k x e\\) (j>'(k) . (16) 

We elaborate somewhat on the significance of the -(/'*' and (p'^ fields since they 
are the basic fields with which we shall deal. Note that zf are two-dimensional 
fields with no parallel component and thus with only a vertical vorticity 
component (vertical means parallel to BQ) , whereas the z^ fields have zero 
vertical vorticity; such a decomposition is used as well for stratified flows 
(see [22] and references therein). Indeed, rewriting the double cross product 
in (16) leads to: 

A"(k) = i k x e | | V^«(k)-kA;||(^"«(k) + e||A;V""(k) (17) 

or using k = k^ + A;||e|| : 

A"(k) = ik X e|| 'iP'(k) - k^k\\ (j>'(k) + e|| kl(j>'(k). (18) 

The above equations indicate the relationships between the two orthogonal 
systems (with p = k x en and q = k x p) made of the triads (k, p, q). 



A Weak Turbulence Theory for Incompressible Magnetohydrodynamics 301 

(e||,p, k^) and the system (e||,p, k). In terms of the decomposition used in 
[45] with 

h ± = p x k ± i p (19) 

and writing if = A^h+ + At^h , it can be shown easily that ip" = A^ — At_ 
and (p" = A^ + At_. In these latter variables, the s-energies E" are propor­
tional to (|A^|^ + l^-l^) and the s-helicities (z** • V x z**) are proportional to 
(|A^p —|Alp). Note that E" are not scalars : when going from aright-handed 
to a left-handed frame of reference, E" changes into E^". 

2.3 Moments and Cuniulants 

We now seek a closure for the energy tensor (/̂ ,̂ (k) defined as 

(a^«(k)a^<(k'))^4<(k')<5(k + k') (20) 

in terms of second order moments of the two scalars fields '(/'^(k) and (^*'(k). 
Simple manipulations lead, with the restriction s = s' (it can be shown that 
correlations with s' = —s have no long time influence and therefore are, for 
convenience of exposition, omitted), to : 

^ff(k') = kl^'(k)-kik2k\\r(k) + kjkl^'(k), 

?22(k') = kl^'(k)+kik2k\\P(k) + kjkl^'(k), 

(/f|(k') + (/|!(k') = -2kik2^''{k) + k\\{kl-kl)P{k)+2kik2kl^''{k), 

?^|(k')+?|i(k') = k2klP(k) - 2kik\\kl^'(k), 

q^(k') + qf^ik') = -kik\P{k)-2k2k\\k\<^'{k), 

qf\\{k') = k\<^'{k), 

i-M\{k') - </-(k')] = Uql\{^') - q{\{^')] = hWAm - q?A{^')] 
-ik\R'{k), 

(21) 

where the following correlators involving the toroidal and poloidal flelds have 
been introduced: 

(V «̂(k)V «̂(k')) =(5(k + k')*-"(k'), 

{4>-{k)4>-{k')) =(5(k + k')<?^(k'), 

{rm^m) = 5{k+k')iT^(-k), ^^^^ 

(< '̂«(k)V^«(k')) =(5(k + k')iT^(k), 

i?"(k) = i T " ( - k ) + iT"(k), 

P{k) =i[W{-k)-W{k)], 
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and where k"^ = kl+ k2 , k"^ = k'^+ k?^. Note that SgR'^ is the only pseudo-
scalar, linked to the possible lack of symmetry of the equations under plane 
reversal, i. e. to a non-zero helicity 

The density energy spectrum writes 

e«(k) = Sj (/||(k) = ki(tf'«(k) + fc2^«(k)) . (23) 

Note that it can be shown easily that the kinetic and magnetic energies ^ (M^) 
and ^(6^) are equal in the context of the weak turbulence approximation. 
Similarly, expressing the magnetic induction as a combination of z^ and 
thus of tp^ and (p^, the following symmetrized cross-correlator of magnetic 
helicity (where the Alfven velocity is used for convenience) and its Fourier 
transform are found to be 

^(^,(k)6,.(k')) + ^(A-(k')6,(k)) = ^ (^,-(k)6,.(k')) + -(^,-(k')6,-(k)) = -kii:, i?«(k)(5(k + k'), (24) 

where the correlations between the + and — variables are ignored because 
they are exponentially damped in the approximation of weak turbulence. 
Similarly to the case of energy, there is equivalence between the kinetic and 
magnetic helical variables in that approximation, hence the kinetic helicity 
defined as (u • ui) writes simply in terms of its spectral density H^ (k): 

H^{k) = k'^H^{k) = -k'^klSsR'{k). (25) 

In summary, the eight fundamental spectral density variables for which we 
seek a weak turbulence closure are the energy e" (k) of the three components 
of the z" fields, the energy density along the direction of the uniform magnetic 
field ^*'(k), the correlators related to the off-diagonal terms of the spectral 
energy density tensor /*'(k) and finally the only helicity-related pseudo^scalar 
correlators, namely i?*'(k). 

The main procedure that leads to a closure of weak turbulence for in­
compressible MHD is outlined in the Appendix. It leads to the equations 
(82) giving the temporal evolution of the components of the spectral tensor 
q'^p (k) just defined. The last technical step consists in transforming equati­
ons (82) of the Appendix in terms of the eight correlators we defined above. 
This leads us to the final set of equations, constituting the kinetic equations 
for weak MHD turbulence. 
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2.4 T h e Kinet i c Equat ions 

In the general case the kinetic equations for weak MHD turbulence are 

5te«(k) = 7re Ll-^)^'i^) fci-^)^«(k) 

k\\XY 

A;2 

r(k) 

^'{L) - (kik L2 
^'(k) 

knXW 

A;2 
FiL) (5j.''(K)(5(K||)(5k,KLtiKL 

d,[klk'<P^ik)]=^J ^2^2/-^^(L) -^^(k) 
fc2 fc2 ^ 2 

9 9 9 \ 2 / < ? ^ ( L ) < ? ^ ( k ) \ A;||X , „ 9 9 > . . 

k^Z + kH^<] (^^-^^)+TlT^(kjZ + klLl)F{L) 

k\\XY 
2L2 

r(k) 

fc^^^('^)^/2;^ fciiZ-L||fci)g^^(K)(5k,«Ld«L 

dt [klR'ik)] 
ire 

'0 

2\2 

,Z + kh 

A;2 X f^ + A;^)^ 

A;2 

Q J . ' ' ( K ) ( 5 ( K | | ) (5k,KLtiKl 

2X(A;||Z - L||A;i ) (iZ'"(k) + A;2<?>"(k 

Qr(«) 

) J 

%\Z -L\\kiy -k'^X'^)F(k) 

d,[klk'rik)] = ^J 

2KIIA;2L2 (^ ICKLI^KL 

kj 
L i ^ + 7 l ( ^ ' - X 2 ) ) r ( L ) 

'""̂  . i . ^ + ̂ ) /^ (k ) f^ ) f^« (k ) + .̂ «̂(k; 
2L2 

2knX 

L2 

ZiZ'"(L) - {kiZ + kiLi)^'{L 

(26) 

(27) 

(28) 

( 5 J . ' ' ( K ) ( 5 ( K | | ) (Jk.KLt^KL 

with 

si?«(k)P / ^ - i p ((fc||Z - L||fci)' - ^2^2) g-«(K) <5k,KL ^KL (29) 

<5k,KL = <5(L + K - k ) , (IKI, = (IK (IL, 
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and 

= X2tf'-«(K) + X{k3Kl - K3Y)I-'{K) + {K3Y - k3K\f4>-'{K) . 

Note that Q^^ does not involve the spectral densities i?*'(k), because of 
symmetry properties of the equations. The geometrical coefficients appearing 
in the kinetic equations are 

X= (k^AAt^)^ = k^n^sinO, (30a) 

Y= k^ • K^ = fc^K^cos^, (30b) 

Z= k ^ - L ^ = k\-k^K^cose = k\-Y, (30c) 

W = K± • L^ = k\ - L\ - k^K^cosO = Z - L\ , (30d) 

where 0 is the angle between k^ and AC ,̂ and with 

dKX = K±dK±d6 = dK±dL± , (31) 
k±_ sm 0 

c o s 0 = ^ ^ i ± M ^ ^ . (32) 

In (27), (28) and (29) V J means the Cauchy Principal value of the integral. 

3 General Properties of the Kinetic Equations 

3.1 Dynamical Decoupling in the Direction Parallel to BQ 

The integral on the right-hand side of the kinetic equation (26) contains a 
delta function of the form (5(K|| ), the integration variable corresponding to the 
parallel component of one of the wavenumbers in the interacting triad. This 
delta function arises because of the three-wave frequency resonance condition. 
Thus, in any resonantly interacting wave triad (k, K, L ) , there is always one 
wave that corresponds to a purely 2D motion - having no dependence on the 
direction parallel to the uniform magnetic field - whereas the other two wa­
ves have equal parallel components of their corresponding wavenumbers, viz. 
L|| = A;||. This means that the parallel components of the wavenumber enter 
in the kinetic equation of the total energy e*'(k) as an external parameter and 
that the dynamics is decoupled at each level of A;||. In other words, there is 
no transfer associated with the three-wave resonant interaction along the in­
direction in k-space for the total energy. This result, using the exact kinetic 
equations developed here, corroborates what has already been found in [29] 
using a phenomenological analysis of the basic MHD equations, and in [31] 
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[32] in the framework of a model of weak MHD turbulence using individual 
wave packets. 

As for the kinetic equation (26), the other kinetic equations (27) to (29) 
have integrals containing delta functions of the form S{K\\). But, in addition, 
they have PVIs which can, a priori, contribute to a transfer in the parallel 
direction. The eventual contributions of these PVIs are discussed in 53.4. 

3.2 Detailed Energy Conservation 

Detailed conservation of energy for each interacting triad of waves is a 
usual property in weak turbulence theory. This property is closely related 
with the frequency resonance condition 

because uj can be interpreted as the energy of one wave "quantum". For 
Alfven waves, the detailed energy conservation property is even stronger be­
cause one of the waves in any resonant triad belongs to the 2D state with 
frequency equal to zero, 

LUK OC KI I = 0 . 

Thus, for every triad of Alfven waves k, L and K (such that K|| = 0) the 
energy is conserved within two co-propagating waves having wavevectors k 
and L. Mathematically, this corresponds to the symmetry of the integrand 
in the equation for e" with respect to changing k -f-̂  L (and correspondingly 
K = k — L —̂  —K). 

As we have said, energy is conserved A;|| plane by A;|| plane so that, for 
each kn, it can be shown from (26) 

d 
di 

/"e"(k^,A;||)dk^ = 0 . (33) 

3.3 Properties of i?" and 7" 

Although R" and I" evolve according to their own kinetic equations (29) 
and (28), the range of values they can take on is bounded by tf'*' and (p", with 
the bounds being a simple consequence of the definition of these quantities. 
The correlators i?*'(k) and /*'(k) have been defined in the previous section 
as the real part and the imaginary part of iT*'(k), the cross-correlator of the 
toroidal field tp^lk) and of the poloidal field (p^ik). Then k\lJsW{k) ap­
pears as the spectral density of the magnetic helicity, the integral of which is 
a conserved quantity in three dimensions (see [42] for the case with a mean 
magnetic field). On the other hand /*(k), which we will call the anisotropy 
correlator (or pseudo-helicity), is not a conserved quantity. Neither is it po­
sitive definite. 
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Two realizability conditions (see also [8]) between the four correlators tf'*', 
(p", I" and R" can be obtained from 

{\'iP'(k)±k(j>'(k)\'^) >0, (34) 

and 

{\rik)\'){\<P^ik)\') >\{rik)<P^i-k))\\ (35) 

These conditions are found to be respectively 

If-" (k) + k"^^' (k) > \kR' (k) I, (36) 

and 

4i^«(k)<?«(k) >i?"^(k) + r ^ ( k ) . (37) 

Note that the combination 

Z = {l/2)kl[k'^^(k) - ^(k) - i\k\I(k)] 

is named polarization anisotropy in [8]. 

3.4 Purely 2D Modes and Two-Dimensionalisation of 3D Spectra 

The first consequence of the fact that there is no transfer of the total 
energy in the A;|| direction in k-space is an asymptotic two-dimensionalisation 
of the energy spectrum e" (k). Namely the 3D initial spectrum spreads over 
the transverse wavenumbers, k^, but remains of the same size in the A;|| 
direction, and the support of the spectrum becomes very flat (pancake-like) 
for large time. The two-dimensionalisation of weak MHD turbulence has been 
observed in laboratory experiments [37] [49], and in the the solar wind data [4] 
[3] [16] [7] and in many direct numerical simulations of the three-dimensional 
MHD equations [33]. 

From the mathematical point of view, the two-dimensionalisation of the 
total energy means that, for large time, the energy spectrum e*'(k) is suppor­
ted on a volume of wavenumbers such that for most of them k± ^ A;||. This 
implies tf'*' (k) and (p" (k) are also supported on the same anisotropic region of 
wavenumbers because both of them are non-negative. This, in turn, implies 
that both R" and I" will also be non-zero only for the same region in the 
k-space as e*'(k), tf'*'(k) and ^*'(k), as it follows from the bound (36) and 
(37). This fact allows one to expand the integrands in the kinetic equations 
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in powers of small k\\/k^. At the leading order in k^^/k±, one obtains 

dt [kll'^k)] = 

X2tf'-«(K)(5(«||)(5k,KLd«L: 
Tie ^ 2 ^ ^,^,s/T^ / ; ,2 ^ ^,j^^{L)-^ki-j^)^^{k) 

(38) 

5, [fcl-^-^lk)] = 7re Li<?'"(L)-A;i<?'"(k) X^tf'-«(K)(5(«||)(5k,«LdKL, 

(39) 

5, [klR^k)] = 

Tie 7̂ 2 7 x /Z,2 72 

2 ' 2L2 X2tf'-«(K)(5(«||)(5k,«LdKL 

(40) 

5, [kink)] = 

" 6 ^ ¥)^'m-(''i-2|)^-w X2tf'-«(K)(5(«||)(5k,KLdKL 

(41) 

Note that the principal value terms drop out of the kinetic equations at 
leading order. This property means that there is no transfer of any of the 
eight correlators in the A;|| direction in k-space. 

One can see from the above that the equations for the transverse and 
parallel energies decouple for large time. These equations describe the shear-
Alfven and pseudo-Alfven waves respectively. Moreover, in the large time 
limit, the magnetic helicity SgR" and the polarisation correlator I" are also 
described by equations which are decoupled from each other and from the 
parallel and transverse energies. It is interesting that the kinetic equation 
for the shear-Alfven waves {i.e. for the transverse energy) can be obtained 
also from the reduced MHD equations (or RMHD) which have been derived 
under the same conditions of quasi two-dimensionality (see e.g. [41]). 

An important consequence of the dynamical decoupling at different A;|| 's 
within the kinetic equation formalism is that the set of purely 2D modes (cor­
responding to A;|| = 0) evolve independently of the 3D part of the spectrum 
(with A;|| y^ 0) and can be studied separately. One can interpret this fact as 
a neutral stability of the purely 2D state with respect to 3D perturbations. 
As we mentioned in the Introduction, the kinetic equations themselves are 
applicable to a description of A;|| = 0 modes only if the correlations of the 
dynamical fields decay in all directions, so that their spectra are sufficiently 
smooth for all wavenumbers including the ones with A;|| = 0. To be precise, 
the characteristic A;|| over which the spectra can experience significant chan­
ges must be greater than e^. Study of such 2D limits of 3D spectrum will be 
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presented in the next section. It is possible, however, that in some physical 
situations the correlations decay slowly along the magnetic field due to a (hy­
pothetical) energy condensation at the A;|| = 0 modes. In this case, the modes 
with A;|| = 0 should be treated as a separate component, a condensate, which 
modifies the dynamics of the 3D modes in a manner somewhat similar to the 
superfluid condensate, as described by Bogoliubov [20]. We leave this problem 
for future study, but we give some thoughts about it in the conclusion. 

4 Asymptot ic Solution of the 3D Kinetic Equations 

The parallel wavenumber A;|| enters equations (38)-(41) only as an external 
parameter. In other words, the wavenumber space is foliated into the dyna­
mically decoupled planes A;|| = 0. Thus, the large-time asymptotic solution 
can be found in the following form. 

<P'(k^,^) = hm)<P^(k^,0), (42) 

tf'^(k^,fc||) = /2(fc||)<Z'^(k^,0), (43) 

i?«(k^,fc||) = /3(fc||)it'^(k^,0), (44) 

r(k^,fc| |) = /4(fc| |)r(k^,0), (45) 

where / j , {i = 1,2,3,4) are some arbitrary functions of A;|| satisfying the 
conditions /i(0) = 1 (and such that the bounds (37) and (36) are satis­
fied). Substituting these formulae into (38)-(41), one can readily see that the 
functions /j drop out of the problem, and the solution of the 3D equations 
is reduced to solving a 2D problem for ^*'(k^,0), tf'*'(k^,0), i?*'(k^, 0) and 
/*'(k^,0), which will be described in the next section. 

5 Two-Dimensional Problem 

Let us consider Alfven wave turbulence which is axially symmetric with 
respect to the external magnetic field. Then P{k±,0) = 0 because of the 
condition /*'(—k) = /*(k). In the following, we will consider only solutions 
with R" = 0. (One can easily see that R" will remain zero if it is zero initially.) 
The remaining equations to be solved are 

5,^1(^^,0) = 
^ / ( e i •efc)2 sin^ ^ E^'{n^,0) [k^Ei{L^,0) - L^Ei{k^,0)]dn^dL^ , 

(46) 

dtEl{k^,0) = 

vrê  f . „ k\ 
, sine -^ EV'iK^^O) [k^Ef,{L^,0) - L^EUk^,Q)]dn^dL^ , (47) 

6o J K± " " 



A Weak Turbulence Theory for Incompressible Magnetohydrodynamics 309 

where e^ and e^ are the unit vectors along k^ and L^ respectively and 

El{k^,0) = kl<I^'{k^,0) , (48) 

E'l{k^,0) = kl<P'\k^,0) , (49) 

are the horizontal and the vertical components of the energy density. The 
equation (46) corresponds to the evolution of the shear-Alfven waves for 
which the energy fluctuations are transverse to BQ whereas equation (47) de­
scribes the pseudo-Alfven waves for which the fluctuations are along BQ. Both 
waves propagate along BQ at the same Alfven speed. Equation (46) describes 
interaction between two shear-Alfven waves, E^ and -BJ*, propagating in 
opposite directions. On the other hand, the evolution of the pseudo-Alfven 
waves depend on their interactions with the shear-Alfven waves. The detailed 
energy conservation of the equation (46) implies that there is no exchange 
of energy between the two different kinds of waves. The physical picture in 
this case is that the shear-Alfven waves interact only among themselves and 
evolve independently of the pseudo-Alfven waves. The pseudo-Alfven waves 
scatter from the shear-Alfven waves without ampliflcation or damping and 
they do not interact with each other. 

Using a standard two-point closure of turbulence (see e.g. [22]) in which 
the characteristic time of transfer of energy is assumed known and written 
a priori, namely the EDQNM closure, Goldreich and Sridhar [13] derived a 
variant of the kinetic equation (46) but for strong MHD turbulence. In their 
analysis, the ensuing energy spectrum, which depends (as it is well known) 
on the phenomenological evaluation of the characteristic transfer time, thus 
differs from our result where the dynamics is self-consistent, closure being 
obtained through the assumption of weak turbulence. 

It can be easily verifled that the geometrical coefficient appearing in the 
closure equation in [13] is identical to the one we flnd for the i?j^(k^, A;||) spec­
trum in the two-dimensional case. However, the two formulations, beyond the 
above discussion on characteristic time scales, differ in a number of ways: (i) 
We choose to let the ffow variables to be non mirror-sjTiimetric, whereas 
helicity is not taken into account in [13] where they have implicitly assumed 
R" = 0; (ii) However, because of the anisotropy introduced by the presence 
of a uniform magnetic fleld, one must take into account the coupled dyna­
mics of the energy of the shear Alfven waves, the pseudo-Alfven wave and 
the anisotropy correlator I"; indeed, even if initially I" = 0, it is produced 
by wave coupling and is part of the djTiamics. (iii) In three dimensions, all 
geometrical coefficients that depend on k'^ = k'^ + k?, have a A; ||-dependence 
which is a function of initial conditions and again is part of the dynamics. 

5.1 Kolmogorov Spectra 

The Zakharov transformation. The symmetry of the previous equations 
allows us to perform a conformal transformation, called the Zakharov trans­
formation (also used in modeling of strong turbulence, see [22]), in order to 
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find the exact stationary solutions of the Icinetic equations as power laws 
[48]. This operation (see Figure 1) consists of writing the kinetic equations in 
dimensionless variables u)i = K±/k± and ct;2 = L±/k±, setting E^ and i?J 
by A;"° and A;""° respectively, and then rearranging the collision integral by 
the transformation 

- i = ^ , (50) 

^2 = - • (51) 
UJ2 

The new form of the collision integral, resulting from the summation of the 
integrand in its primary form and after the Zakharov transformation, is 

a.i.1 ^ / ( - 3 l ^ ) fl-(^+l '•'2 \2 \ n - s - 1 

2uj2 J \ 2uJi 

(ct;^°^ — 1)(1—(^2 ° ° )dujiduj2. 

The collision integral can be null for specific values of n-s and n_s. The exact 
solutions, called the Kolmogorov spectra, correspond to these values which 
satisfy 

n+ + n_ = - 4 . (52) 

It is important to understand that Zakharov transformation is not an identity 
transformation, and it can lead to spurious solutions. The necessary and 
sufficient condition for a spectrum obtained by Zakharov transformation to 
be a solution of the kinetic equation is that the right hand side integral in (46) 
{i.e. before the Zakharov transformation) equation converges. This condition 
is called the locality of the spectrum and leads to the following restriction on 
the spectral indices in our case: 

- 3 < n± < - 1 . (53) 

In the particular case of a zero cross-correlation one has E^ = i?J = E± ^ 
k\ with only one solution 

n = - 2 . 

Note that the thermodynamic equilibrium, corresponding to the equipartition 
state for which the flux of energy is zero instead of being flnite as in the 
above spectral forms, corresponds to the choices Ug = n_s = 1 for both the 
perpendicular and the parallel components of the energy. 

The Kolmogorov constants CK{ns) and C'j^{ns)- The flnal expression 
of the Kolmogorov-like spectra found above as a function of the Kolmogorov 
constant (generalised to MHD) Cxing) and of the flux of energy Pj_{k±) can 
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OOo 

k = L+K 

> 

Fig. 1. Geometrical representation of the Zakharov transformation. The rectangu­

lar region, corresponding to the triad interaction kx = L + K, is decomposed into 

four different regions called (1), (2), (3) and (4); LOI and L02 are respectively the 

dimensionless variables n±/k± and L±/k±. The Zakharov transformation applied 

to the collision integral consists to exchange regions (1) and (2), and regions (3) 

and (4). 

be obtained in the following way. For a bet ter understanding, the demon­
stration will be done in the simplified case of a zero cross-correlation. The 
generalization to the correlated case (i?+ 7̂  E^) is straightforward. Using 
the definition of the flux, 

dtE^{k^,0) = -dk^P^ik^) (54) 

one can write the flux of energy as a function of the collision integral (with 
the new form of the integrand) depending on ng. Then the limit n-s —̂  — 2 
is taken in order to have a constant flux P i with no more dependence in 
k±, as it is expected for a stat ionary spectrum in the inertial range. Here we 
have considered an infinite inertial range to use the Zakharov transformation. 
Whereas the collision integral tends to zero when ng —̂  —2, the limit with 
which we are concerned is not zero because of the presence of a denominator 
proportional to 2ns + 4, and which is a signature of the dimension in wave-
number of the flux. Finally the "L'Hospital 's rule" gives the value of P i from 
which it is possible to write the Kolmogorov spectrum of the shear-Alfven 
waves 

S i ( f c i , 0 ) = P J / ' C K ( - 2 ) f c —2 (55) 
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with the Kolmogorov constant 

CKM = J , f ; , , (56) 

and with the following form for the integral Ji(ns 

Jx=i Jy=-1 (x-y)"=+fa (x + y)^ "= 

[2i-"= - (x + y)i-"=] In ( ^ ] dxdy . 

As expected, the calculation gives a negative value for the integral Ji(ns) 
and for the particular value Ug = —2, we obtain CK(—2) c:^ 0.585. Note that 
the integral Ji(ns) converges only for —3 < n-s < — 1. 

The generalization to the case of non-zero cross-correlation gives the 
relations 

E+{k^,0) E^{k^,0) = P+ C | K ) kl^ = PI C | ( - n , - 4 ) fcJ^ 

= ^P+P^CKM CK{-n, - 4) kl^ , (58) 

where the second formulation is useful to show the symmetry with respect 
to s. The computation of the Kolmogorov constant CK as a function of —Ug 
is given in Figure 2. An asymmetric form is observed which means the ratio 
P^/P^ is not constant, as we can see in Figure 3 where we plot this ratio 
as a function of —Ug. We see that for any ratio P^/P^ there corresponds a 
unique value of n-s, between the singular ratios P^/P^ = +oo for Ug = —3 
and P^ /P^ = 0 for n-s = —1. Thus, a larger flux of energy P+ corresponds 
to a steeper slope of the energy spectra i?^(A;^,0) in agreement with the 
physical image that a larger flux of energy implies a faster energy cascade. 

In the zero cross-correlation similar demonstration for the pseudo-
Alfven waves EfAk^, 0) leads to the relation 

i?ll (fc^, 0) = P | | P r ' / ' C^ ( -2 ) kl^ , (59) 

with the general form of the Kolmogorov constant 

-26oJi(ns) 

•Ke^J2{ns)J2{-ns - 4) C^K(-.) = J r : T T 7 3 ^ T ^ r ^ ^ ^ ^ > (60) 

where the integral J2{ns) is 

x=i Jy=-1 ( x - y ) " = + 6 (x + y)2 
J2(n,) = 2"=+M / , ^ ^; ^:'''^ ^ (61) 
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1.5 2 .0 2 .5 3 .0 

Fig. 2. Variation of ^CKip-.,) C_R:(—n-s — 4) as a function of —n.,. Notice the sym­

metry around the value —ris corresponding to the case of zero velocity-magnetic 

field correlation. 

10 

fc 6 

0 ^ 

1.0 1.5 

-n . 

Z.5 3.0 

Fig. 3. Variation of P^/P^ , the ratio of fluxes of energy, as a function of —ris. For 

the zero cross correlation case the ratio is 1. 
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— n. 
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Fig. 4. Variation of \/C'j^{ng) C'j^{—ng — 4) as a function of —n,,. Notice the sym­

metry around the value —HS corresponding to the zero cross correlation case. 

[2 l - K s (x + y) """] In [ —;:;— ) dxdy 

Note tha t the integral J2(ns) converges only for —3 < n-s < —1. The presence 
of the flux P± in the Kolmogorov spectrum is linked to the presence of E± 
in the kinetic equation of E\\. A numerical evaluation gives C'j^{—2) c:^ 0.0675 
whereas the generalization for the non-zero cross-correlation is 

E+ik^,0) E-ik^,0) = 4 ^ C ^ K ) fcJ^ = ^ ^ c'ii-n,-4) fcJ^ 
PI 
P+P-

Ptp; 

p; 

C'KM Cxi-ns - 4) k l \ (62) 

where the last formulation shows the sjTiimetry with respect to s. The power 

laws of the spectra Ef, have the same indices than those of E'^ and the 

Kolmogorov constant C is in fact related to C by the relation 

CKM 
C j , ( - n , - 4 ) 

(63) 

Therefore the choice of the ratio P^/P^ determines not only C K ( ' « S ) but 
also C ^ ( n s ) , allowing for free choices of the dissipative rates of energy Py . 
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The result of the numerical evaluation of Cj^^ng) is shown in Figure 4. An 
asymmetrical form form is also visible; notice also tha t the values of C ^ (n-s) 
{i.e. the constant in front of the parallel energy spectra) are smaller by an 
order of magnitude than those of Cxing) for the perpendicular spectra. 

5.2 T e m p o r a l E v o l u t i o n of t h e Kine t i c Equat ions 

N u m e r i c a l m e t h o d . Equations (46) and (47) can be integrated numerically 
with a s tandard method, as for example presented in [21]. Since tha t the 
energy spectrum varies smoothly with A;, it is convenient to use a logarithmic 
subdivision of the k axis 

ki = 5k 2*/-^ , (64) 

where « is a non-negative integer; 5k is the minimum wave number in the 
computat ion and F is the number of wave numbers per octave. F defines 
the refinement of the "grid", and in particular it is easily seen tha t a given 
value of F introduces a cut-off in the degree of non-locality of the nonlinear 
interactions included in the numerical computation of the kinetic equations. 
But since the solutions are local, a moderate value of F can be used (namely, 
we take F = A). Tests have nevertheless been performed with F = 8 and we 
show tha t no significant changes occur in the results to be described below. 

This technique allows us to reach Reynolds numbers much greater than 
in direct numerical simulations. In order to regularize the equations at large 
A;, we have introduced dissipative terms which were omitted in the derivation 
of the kinetic equations. We take the magnetic Prandt l number iv/'q) to be 
unity. For example, with 5k = 2^^, F = 8, imax = 225; this corresponds 
to a ratio of scales 2^®/2^^. Taking a wave energy UQ and an integral scale 
LQ both of order one initially, and a kinematic viscosity of i/ = 3.3 x 10^®, 
the Reynolds number of such a computation is TZ^ = UQ LQ/V ^ 10®. All 
numerical simulations to be reported here have been computed on an Alpha 
Server 8200 located at the Observatoire de Nice (SIVAM). 

Shear-Al fven waves . In this paper, we only consider decaying turbulence. 
As a first numerical simulation we have integrated the equation (46) in the 
zero cross-correlation case (i?+ = E^) and without forcing. Figure 5 (top) 
shows the temporal evolution of the total energy E±{t) with by definition 

E^{t)= E^{k^,0)dk^, (65) 

where kmin and k^ax have the values given in the previous section. The total 
energy is conserved up to a t ime t^, c:^ 1.6 after which it decreases because 
of the dissipative effects linked to mode coupling, whereas the enstrophy 
j k"^E^{k) d?'k increases sharply (bot tom of Figure 5). The energy spectra 
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Fig. 5. Temporal evolution of the energy E±{t) (top) and the enstrophy < uj^ > (i) 

normalized to 1.10^. Notice the conservation of the energy up to the time t,. 

at different times are displayed in Figure 6. As we approach the t ime t^,, the 
spectra spread out to reach the smallest scales {i.e. the largest wavenumbers). 
For t > t^, constant energy flux spectrum A;J is obtained (indicated by the 
straight line). For times t significantly greater than t*, we have a self-similar 
energy decay in what constitutes the turbulent regime. 

Shear-Al fven versus p s e u d o - A l f v e n waves . In a second numerical com­
putat ion we have studied the system (46) (47) with an initial normalised 
cross-correlation of 80%. The following parameters have been used : 5k = 2^^, 
F = 4, imax = 105 and i/ = 6.4 10^®. Figure 7 (top) shows the temporal evolu­
tion of energies for the four different waves {Ef a n d £ ; ± ) . T h e same behavior 
as tha t of Figure 5 (top) is observed, with a conservation of energy up to the 
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kx 

Fig. 6. Energy spectra E±{k±, 0) of the shear-Alfven waves in the zero cross cor­

relation case for the times t = 0 (dot), t = 1.0 (dash-dot), t = 1.5 (small-dash), 

t = 1.6 (solid) and t = 10.0 (long-dash); the straight line follows a fcj . 

t ime t'̂  c:^ 5, and a decay afterwards; this decay is nevertheless substantially 
weaker than when the correlation is zero, since in the presence of a significant 
amount of correlation between the velocity and the magnetic field. It is easily 
seen from the primitive MHD equations tha t the nonlinearities are strongly 
reduced. On the other hand the temporal evolution of enstrophies (bottom) 
displays tha t the maxima for these four types of waves are reached at diffe­
rent t imes : the pseudo-Alfven waves are the fastest to reach their maxima 
at t ::; 5.5 vs. t c:^ 7.5 for the shear-Alfven waves. Figure 8 corresponds to 
the temporal evolution of another conserved quantity, the cross correlation 
Px defined as 

E+ -E-
Px = 

Ei Ex 
(66) 

where x symbolizes either _L or ||. As expected, p^ is constant during an 
initial period (till t = t'^,) and then tends asymptotically to one, but in a 
faster way for the pseudo-Alfven waves. This growth of correlation is well 
documented in the isotropic case [24] and is seen to hold as well here in 
the weak turbulence regime. Figures 9 and 10 give the compensated spectra 
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Fig. 7. Temporal evolution of energies (top) Ej^ (solid), B J (long-dash), Et (small-

dash) and E7 (dash-dot); the same notation is used for the enstrophies (bottom) 

which are normalized to 1.10^. Notice that energies are conserved till the time i'̂ . 

E^E^k^^ and EtE^k^^ respectively at different times. In both cases, from 
t = 6 onward, a plateau is observed over almost four decades and remains 
flat for long t imes; this confirms nicely the theoretical predictions (58) and 
(62). 

As a final note, we remark tha t the analysis of the complete set of eight 
equations in dimension three as derived in section §2.4 remains to be done 
and is left for future work. 

6 Front Propagation 

The numerical s tudy of the transition between the initial s tate and the 
final state, where the A;J^-spectrum is reached, shows two remarkable pro­
perties illustrated by Figure 11 and 12. 



A Weak Turbulence Theory for Incompressible Magnetohydrodynamics 319 

1.00 

0.95 

^ 0.90 

ci 0.85 

0.80 

0.75 

: 

-

-

10 20 30 

Fig. 8. Temporal evolution of the cross correlations p±_ (solid) and py (dash). These 
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Fig. 9. Compensated spectra E^E^k\ at times i = 0 (solid), i = 4 (long-dash), 

i = 6 (small-dash), i = 8 (dash-dot) and i = 20 (dot). 
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Fig. 10. Compensated spectra Ef E„ k\ for the same times and witli tlie same 
legend as in Figure 9. 

We show in Figure 11 (top), in hn-log coordinates, the progression with 
time of the front of energy propagating to small scales; more precisely, we 
give the wavenumber at time t with an energy of, respectively, 10^^^ (dash-
dot line) and 10^^^ (solid line). Note that all curves display an abrupt change 
at to — 1.55, after which the growth is considerably slowed down. Using this 
data. Figure 11 (bottom) gives log{k±) as a function oflog{1.55—t); the lines 
having the same meaning as in Figure 11 (top); the large dash represents a 
power law k± ^ (1.55—t)^^-^. Hence, the small scales, in this weak turbulence 
formalism, are reached in a finite time i. e. in a catastrophic way. This is also 
seen on the temporal evolution of the enstrophy (see bottom of Figure 5), 
with a catastrophic growth ending at t ::; 2.5, after which the decay of energy 
begins. 

Figure 12 shows the temporal evolution of the energy spectrum E± {k±, 0) 
of the shear-Alfven waves around the catastrophic time to- We see that be­
fore to) evaluated here with a better precision to 1.544, the energy spectrum 

propagates to small scales following a stationary k -7/3 spectrum and not a 
k^ - spectrum. It is only when the dissipative scale is reached, at to, that a 

— 7/3 
remarkable effect is observed : in a very fast time the k^ solution turns into 
the finite energy flux spectrum kj_ with a change of the slope propagating 
from small scales to large scales. 

Note that this picture is different from the scenario proposed by Falkovich 
and Shafarenko (FS) (1991) for the flnite capacity spectra. According to FS, 
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Fig. 11 . Temporal evolution (top), in lin-log coordinates, of the front of energy 

propagating to small scales. The solid line and the dash-dot line correspond res­

pectively to an energy of 10^^^ and 10^^^. An abrupt change is visible at time 

to cii 1.55 (vertical dotted line). The log{k±) as a function of log{1.55 — i) (bottom) 

displays a power law in k±_ ^^ (1.55 — t)^^'^ (large dash line). 

the Kolmogorov spectrum forms right behing the propagating front, whereas 
in our case it forms only after the front reaches infinite wavenumbers {i.e. 
dissipative region). The front propagation can be described in terms of self-
similar solutions having a form [11] [48] 

E^{k^,Q) = ^EA)., (67) 
q-Li ' q-U 

where T = to — t. Substi tuting (67) into the kinetic equation (46) we have 

which leads to the relation 1 + 36 = a . (68) 
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Fig. 12. Temporal evolution of the energy spectrum E± {k±, 0) of the shear-Alfven 

waves around the catastrophic time to Ci; 1.544. For t < to (top) (t = 1.50 (dot), 

t = 1.53 (dash-dot), t = 1.54 (dash), t = 1.542 (long dash) and t = 1.543 (solid)) a 

fc^ - spectrum is observed. For t >to (bottom) (i = 1.544 (solid), t = 1.546 (long 

dash), t = 1.548 (dash), t = 1.55 (dash-dot) and t = 1.58 (dot)) a fast change of 

the slope appears to give finally a fcj^- spectrum. Note that this change propagates 

from small scales to large scales. In both cases straight lines follow either a k 

or a fcT . 

-7/3 
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If EQ is stationary and has a power-law form EQ ^ A;™, then we have another 
relation between a and b 

a + mb = 0 (69) 

Excluding a from (68) and (69) we have 1 + (3 + m)b = 0. In our case this 
condition is satisfied because b = —3/2 and m = —7/3 which confirms that 
the front solution is of self-similar type. 

7 Nonlocal Isotropic 3D M H D Turbulence 

We have considered until now a turbulence of Alfven waves that arises 
in the presence of a strong uniform magnetic field. Following Kraichnan [19], 
one can assume that the results obtained for turbulence in a strong external 
magnetic field are applicable to MHD turbulence at small scales which ex­
perience the magnetic field of the large-scale component as a quasi-uniform 
external field. Furthermore, the large-scale magnetic field is much stronger 
than the one produced by the small-scales themselves because most of the 
MHD energy is condensed at large scales due to the decreasing distribution 
of energy among modes as the wavenumbers grow. In this case therefore, the 
small-scale dynamics consists again of a large number of weakly interacting 
Alfven waves. Using such a nonlocality hypothesis and applying a dimensio­
nal argument, Kraichnan derived the k^^^"^ energy spectrum for MHD tur­
bulence. However, Kraichnan did not take into account the local anisotropy 
associated with the presence of this external field. In [32], the dimensional ar­
gument of Kraichnan is modified in order to take into account the anisotropic 
dependence of the characteristic time associated with Alfven waves on the 
wavevector by simply writing 

^ (70) 
bok\\ 

In that way, one obtains a kj_ energy spectrum, which agrees with the ana­
lytical and numerical results of the present paper for the spectral dependence 
on k±. On the other hand, the dependence of the spectra on A;||, as we showed 
before in this paper, is not universal because of the absence of energy trans­
fer in the A;|| direction, although it is shown in [18] that for a quasi-uniform 
field as considered in this section, there is some transfer in the quasi-parallel 
direction. In the strictly uniform case, this spectral dependence is determined 
only by the dependence on A;|| of the driving and/or initial conditions. 

For large time, the spectrum is almost two-dimensional. The characteristic 
width of the spectrum in A;|| (described by the function /i(A;||)) is much less 
than its width in k±, so that approximately one can write 

e'(k) = CkJ^d{kn), (71) 
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where C is a constant. The A;J^ factor corresponds to the E±_ oc kj^ Kolmo-
gorov-hke spectrum found in this paper (the physical dimensions of e" and 
E'^ being different). In the context of MHD turbulence, this spectrum is valid 
only locally, tha t is for distances smaller than the length-scale of the magnetic 
field associated with the energy-containing part of MHD turbulence. Let us 
average this spectrum over the large energy containing scales, tha t is over all 
possible directions of B Q . Writing A;̂  = |k x B o | / | B o | and A;|| = |k • Bo | / |Bo | 
and assuming tha t B Q takes all possible directions in 3D space with equal 
probability, we have for the averaged spectrum 

(e«) = J e«(k, x) da{C) = J CS{C • k) |C x k\-'da{C), (72) 

where ( = {sin 9 cos (f>, sin 9 sint/;, cos^) is a unit vector in the coordinate 
space and da = sin 9 d9 d(f> is the surface element on the unit sphere. Choosing 
9 to be the angle between k and B Q and (f> to be the angle in the transverse 
to k plane, we have 

C r d , r ' - ^ ^ ^ ^ s . n 9 d 9 ^ 2 . C k - \ 
\k\ \k\ 

{e^)=Cl d4>l 'Z Zi si^dd9 = 2nCk-\ (73) 

This isotropic spectrum represents the averaged energy density in 3D wave-
vector space. By averaging over all possible directions of the wavevector, we 
get the following density of the energy distribution over the absolute value 
of the wavevector, 

Ek = 8Ti'^Ck-'^. (74) 

As we see, taking into account the local anisotropy and subsequent aver­
aging over the isotropic energy containing scales results in an isotropic energy 
spectrum k^"^. This result is different from the k^^^"^ spectrum derived by 
Kraichnan without taking into account the local anisotropy of small scales. 

The difference in spectral indices may also arise from the fact tha t the ap­
proach here is tha t of weak turbulence, whereas in the strong turbulence case, 
isotropy is recovered on average and a different spectrum - tha t of Kraichnan 
- obtains. Solar wind da ta [25] indicates tha t the isotropic spectrum scales 
as k^" with a ^ 1.67, close to the Kolmogorov value for neutral fluids (with­
out intermittency corrections which are known to occur) ; hence, it could be 
interpreted as well as being a Kraichnan-like spectrum steepened by inter­
mit tency effects which are known to take place in strong MHD turbulence as 
well in the form of current and vorticity fllaments and magnetic flux tubes. 

8 Conclusion 

We have obtained in this paper the kinetic equations for weak Alfvenic 
turbulence in the presence of correlations between the velocity and the ma­
gnetic fleld, and taking into account the non-mirror invariance of the MHD 
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equations leading to non-zero helical terms. These equations, contrary to 
what is stated in [40], obtain at the level of three-wave interactions. 

In this anisotropic medium, a new spectral tensor must be taken into 
account in the formalism when compared to the isotropic case (which can 
include terms proportional to the helicity); this new spectral tensor I" is 
linked to the anisotropy induced by the presence of a strong uniform magnetic 
field, and we can also study its dynamics. This purely anisotropic correlator 
was also analysed in the case of neutral fluids in the presence of rotation [8]. 

We obtain an asymptotic two-dimensionalisation of the spectra: indeed, 
the evolution of the turbulent spectra at each A;|| is determined only by the 
spectra at the same A;|| and by the purely 2D state characterized by A;|| = 0. 
This property of bi-dimensionalisation was previously obtained theoretically 
from an analysis of the linearised MHD equations [29] and using phenomeno-
logical models [31], and numerically as well [33], whereas they are obtained in 
our paper from the rigorously derived kinetic equations. Note that the strong 
fleld Bo has no structure (it is a k = 0 fleld), whereas the analysis performed 
in [18] considers a strong quasi-uniform magnetic fleld of characteristic wa-
venumber ki, ^ 0, in which case the authors flnd that bi-dimensionalisation 
obtains as well for large enough wavenumbers. 

A A;J energy spectrum is obtained for the inertial range turbulence, well 
verifled numerically, and reached in a singular fashion with small scales deve­
loping in a flnite time. We also obtain a family of Kolmogorov solutions with 
diflerent values of spectra for diflerent wave polarities and we show that the 
sum of the spectral exponents of these spectra is equal to —4. The dynamics 
of both the shear-Alfven waves and the pseudo-Alfven waves is obtained. Fi­
nally, the small-scale spectrum of nonlocal 3D MHD turbulence in the case 
when there is no external fleld is also derived. 

In ongoing work, we are considering three-dimensional turbulence in the 
asymptotic regime of large time when the spectrum tends to a quasi-2D form. 
This is the same regime for which RMHD approach is valid [41]. However, 
in addition to the shear-Alfven waves described by the RMHD equations, 
the kinetic equations describe also the dynamics of the so-called pseudo-
Alfven waves which are decoupled from the shear-Alfven waves in this case, 
from the magnetic helicity and from the polarisation covariance. Finding 
the Kolmogorov solution for the 3D case is technically very similar to the 
case of 2D turbulence. Preliminary results indicate that we obtain for the 
energy spectrum, /(A;||) A;J where /(A;||) is an arbitrary function which is to 
be flxed by matching in the forcing region at small wavenumbers. The A;|| 
dependence is non-universal and depends on the form of the forcing because 
of the property that there is no energy transfer between different A;||'s. 

The weak turbulence regime remains valid as long as the Alfven charac­
teristic time (A;||6o)^^ remains small compared to the eddy turn-over time 
of the waves (k^Z])^^ where z; is the characteristic Elsasser fleld at scale /. 
Using the exact scaling law found in this paper (i?(k) ^ A;J ) together with 
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a local analysis {zf ^ kE(k.)) and recalling tha t A;|| is negligible compared to 
k±, one arrives at a scaling k± ^ BQ for this to happen. 

The dynamo problem in the present formalism reduces to its simplest 
expression: in the presence of a strong uniform magnetic field B Q , to a first 
approximation (closing the equations at the level of second-order correlation 
tensors), one obtains immediate equipartition between the kinetic and the 
magnetic wave energies, corresponding to an instantaneous efficiency of the 
dynamo. Of course, one may ask about the origin of B Q itself, in which 
case one may resort to s tandard dynamo theories (see e.g. [34]). We see no 
tendency towards condensation. 

In view of the ubiquity of turbulent conducting flows embedded in strong 
quasi-uniform magnetic flelds, the present derivation should be of some use 
when studying the dynamics of such media, even though compressibility ef­
fects have been ignored. However, it can be argued [13] tha t this incompres­
sible approximation may be sufficient (see also [6]), because of the damping 
of the fast magnetosonic wave by plasma kinetic effects. Finally, the wave 
energy may not remain negligible for all times, in which case resort to phe-
nomenological models for strong MHD turbulence is required. Is desirable as 
well an exploration of such complex ffows through analysis of laboratory and 
numerical experiments, and through detailed observations like those stem­
ming from satellite da ta for the solar wind, from the THEMIS instrument for 
the Sun looking at the small-scale magnetic structures of the photosphere, 
and the planned large array instrumentation (LSA) to observe in detail the 
interstellar medium. 
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Appendix 
From the dynamical equations, one writes successively for the second and 

third-order moments of the z^ flelds : 

dt {a^^(k)a^<(k')} = -*efc„P,-„(k)y {a^(K)a^(L)a^<(k ' )} e-2--.*(5«L,kd«L 

-*efc„P,. ,„(k ') / {a„«'(«)a^'(L)a^«(k)} e-2-'-»*<5«L,k'd«L (75) 

and 

dt{a^jik)af,ik')afik")} = 

-*efc„P,-„(k) J {a„«(«)a^(L)a^<(k')a^<;(k")} e-2--»*<5«L,kdKL 

+ {[Ks,j] ^ [ k ' , s ' , / ] ^ [ k " , s " , / ' ] ^ [Ks,j]} (76) 
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The fourth-order moment in the above equation, (AcLk'k") in short-hand not­
ation, decomposes into the sum of three products of second-order moments, 
and a fourth-order cumulant {mnj'j"}. The latter does not contribute to se­
cular behavior, and of the remaining terms one is absent as well in the kinetic 
equations because it involves the combination of wavenumbers {KL) (k'k") : 
it introduces, because of homogeneity, a (5(K + L ) factor which combined with 
the convolution integral leads to a zero contribution for k = 0. Hence, the 
third-order cumulant leads to six terms that read: 

dt {a^«(k)a^<(k')a^<;(k")} = -*efc™P,-„(k)</„-'(k')C;:(k")e2--'* 

-«efc„P,-„(k)</„-"(k")</:5''(k')e''^""* 

-«efc„P,.,„(k')</„;-:?"(k")<;^(k)e2^«'-"* 

-«efc„P,v„(k')</™r(k)<>';(k")e2^«'-* 

-«efc;;P,..„(k")</„f^(k)<';?'(k')e2^«"-* 

-»efc:;P,v,„(k")C'>'(k') ' /:?(k)e2-"-'*(77) 

It can be shown that, of these six terms, only the fourth and fifth ones give 
non-zero contributions to the kinetic equations. Defining 

^k,KL = ujk -ujf, -UJL (78) 

and integrating equation (77) over time, the exponential terms will lead to 

Af \ r r-^ 1J+ exp[iuJk,i^L]-l .„„s 
A{uJk,nL)= / exp[ituJk,nL\dt= :—' . (79) 

Jo ''•^k,KL 

Substituting these expressions in (77), only the terms which have an argument 
in the A functions that cancel exactly with the arguments in the exponential 
appearing in (75) will contribute. We then obtain the fundamental kinetic 
equations for the energy tensor, viz. : 

5,4<(k')<5(k + k') = 

- e ' f c m P j „ ( k ) I k2pPnq{h)q;^-^K)qlf,{k')A{-2sLUi)S^-L^kdn-L 

-e2fc„p.„(k)(5,,, J fc;P,.,(k')</;^'-^(K)<l^(L)Z\(-2s^i)(5«L,kd«L 

-e2fc;^P^. ,„(k ' ) /"fc2pPng(L)</;^ ' -^ ' (K)</^; .^(k)Z\(-2s '^l)(5«L,k 'dKL 

-e''k'^Pj,n{'k')S,,, f kpPnq{k)rr^-''{K)r//^{L)A{-2sLUi)S^-L^k'dn-L (80) 



328 S. Galtier et al. 

We now perform an integration over the delta and taking the limit t —̂  +00 
we find 

5,[</-,(k')(5(k + k')] = 

-'' J J JW' («) în (k)P„, (L) [</||: (k' 

+g^«'(«)P,.„(k)P„,(L)fe^'^(k) 

2 " 2sKii 

2 " 2S'KII 
i f 

-^<5««'g^^(K)P/Kk)P,-„(k')C(L)<5(«| |) M«id«2d«| | . (81) 

where P stands for the principal value of the integral. 
In the case where s = s' of interest here because the cross-correlators 

between z-fields of opposite polarities decay to zero in tha t approximation, 
the above equations simplify t o : 

^5,[</-,(k')±</|'Vk')] = 

2 /p , - „ (k )P ,v , (k ) [< / - (L) ± < / - ( L ) ] g r («)<5(«||)d«id«2d«|| 

P,-„(k)P„,(L)[</^^^(k') ± </^^f,(k')]g^^(«)<5(«||)d«id«2d«|| 

P,.„(k)P„,(L)[</^«^(k') ±<,^(k')]g^^(K)<5(«| |)d«id«2d«| | . (82) 

When developping the above expression in terms of the correlators defined 
in (22), one arrives at the kinetic equations for weak MHD turbulence given 
in Section 2.4. 
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Shell Models for MHD Turbulence 
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Abs t r ac t . We review the main properties of shell models for magnetohydrodyna-

mic (MHD) turbulence. After a brief account on shell models with nearest neigh­

bour interactions, the paper focuses on the most recent results concerning dyna­

mical properties and intermittency of a model which is a generalization to MHD 

of the Gledzer-Yamada-Okhitani (GOY) model for hydrodynamic. Applications to 

astrophysical problems are also discussed. 

1 Introduction 

Shell models are dynamical systems (ordinary differential equations) re­
presenting a simplified version of the spectral Navier-Stokes or MHD equati­
ons for turbulence. They were originally introduced and developed by Obuk-
hov [1], Desnyansky and Novikov [2] and Gledzer [3] in hydrodynamic turbu­
lence and constitute nowdays a consistent and relevant alternative approach 
to the analytical and numerical s tudy of fully developed turbulence (see [4] 
for a complete review). 

Shell models are built up by dividing wave-vector space (k-space) in a 
discrete number of shells whose radii grow exponentially like A;„ = koX", 
{X > 1), n = 1, 2,..., N. Each shell is assigned a scalar dynamic variable, 
Unit), (real or complex) which takes into account the averaged effects of 
velocity modes between A;„ and kn^i- The equation for Unit) is then written 
in the form 

fill 
-^=knCn+Dn + Fn (1) 
at 

where knCn, Dn and Fn are respectively quadratic nonlinear coupling terms 
(involving nearest or next-nearest shell interactions), dissipation terms and 
forcing terms, the last generally restricted to the first shells. Nonlinear terms 
are chosen to satisfy scale-invariance and conservation of ideal invariants. The 
main advantage shell models offer is tha t they can be investigated by means 
of rather easy numerical simulations at very high RejTiolds (Re) numbers. 
The degrees of freedom of a shell model are iV '--' In Re, to be compared with 
N '-^ Re^/^ for a three dimensional hydrodjTiamic turbulence following the 
Kolmogorov scaling. 

The paper is organized as follows. In section 2 shell models with nearest 
neighbour interactions are briefly reviewed. In section 3 equations for MHD 
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models with nearest and next-nearest neighbour interactions are presented 
and conservations laws for the ideal case are discussed. Section 4 is devoted to 
dynamo action in shell models and section 5 to spectral properties in forced 
stationary state and intermittency. In section 6 conclusions are drawn and a 
brief mention to astrophysical applications is made. 

2 Models with Nearest Neighbour Interactions 

The simplest hydrodynamic shell model is the Obukhov-Novikov model, 
which is a linear superposition of the Obukhov equation [1] and the Novi-
kov equation [2]. The model involves real variables M„(t) and conserves the 
energy 1/2X^„^]^M5; in absence of forcing and dissipation. It does not con­
serve phase space volume nor other quadratic invariants exist. The extension 
of the Obukhov-Novikov model to MHD is due to Gloaguen et al. [5]. We 
write down the equations for clarity (M„ and 6„ represent respectively the 
velocity and the magnetic field in dimensionless units) 

dUn 

"df 

db„ 
dt 

= -l/klun + a {knul^_i - kn+lUnUn+1 - knb1_-^ + A;„+i6„6„+i) (2) 

+ /3 (knUn-lUn - kn+lU^^-^ - A;„6„6„_i + kn+lb^^-i^) 

= -V^IK + akn+1 ( M „ + I 6 „ - Unbn+l) + (3kniUnbn-l - « „ - ! & „ ) (3) 

Here i/ is the kinematic viscosity, r] is the magnetic diffusivity, a and f3 are two 
arbitrary coupling coefficients. The ideal invariants of the system are the total 
energy, 1/2 X^„ ]̂̂  {''^'^ ^f^"^) ^nd the cross-correlation, X^„ ]̂̂  Unbn which are 
two ideal invariants of the MHD equations [6]. When written in terms of the 
Elsasser variables Z+ = M „ + 6 „ , Z^ = Un—bn, the equations assume a simme-
tric form and the conservation of the two previous invariants is equivalently 
expressed as the conservation of the pseudo-energies E^ = (1/4) X^„ ]̂̂  Z^ ^. 
It is remarkable to note that, unlike the hydrodynamic model, the MHD ver­
sion satisfies a Liouville theorem '^^=1 ^i'^^n /'^'^)/^^n = 0) impling phase-
space volume conservation. The MHD equations conserve a third ideal inva­
riant which is the magnetic helicity in three dimensions (3D) and the mean 
square potential in two dimensions (2D), but no further ideal quadratic in­
variant can be imposed to this shell model. 

A detailed bifurcation analysis for a three-mode system was performed in 
[5] for different values of a and f3. The low RejTiolds (kinetic and magnetic) 
numbers, used as control parameters, allowed to identify a great variety of re­
gions in the parameter space. Turbulence was investigated with a nine-mode 
system which produces an inertial range with spectra following approxima­
tely the Kolmogorov scaling E{k) '-^ k^^^^. Temporal intermittency was also 
observed and then reconsidered in more details by Carbone [7] who calcula­
ted the scaling exponents of the structure functions for the Elsasser variables 
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and for the pseudo-energy transfer rates, showing consistency with the usual 
multifractal theory. Other interesting MHD phenomena were also observed in 
[5] such as dynamo effect and the growth of correlation between velocity and 
magnetic field in an unforced simulation. These phenomena will be treated 
in more details in the next paragraphs. 

The complex version of (2) and (3) was thoroughly investigated by Bis-
kamp [8]. The complex model allows to include the Alfven effect [9], [fO], [f f], 
that is the interaction of a constant large scale magnetic field with small scale 
turbulent eddies. The main consequence of this effect should be a reduction 
of the spectral energy transfer rate and a consequent change of the spectra 
from the Kolmogorov scaling, E{k) '-^ k^^^^, to the Iroshnikov-Kraichnan 
one, E{k) r^ k-^l"^. In this paper the Alfven effect will not be furtherly trea­
ted. The reader is referred to [8] for a complete discussion concerning the 
inclusion of Alfvenic terms in shell models. 

3 Models with Nearest and Next-Nearest Interactions 

Shell models with nearest and next-nearest neighbour interactions were 
introduced by Gledzer [3]. In particular the so called GOY (Gledzer-Yamada-
Ohkitani) model has been extensively both numerically and analitically inve­
stigated [12], [13], [14]. The GOY model allows to conserve another quadratic 
invariant besides energy which was identified with the kinetic helicity [15]. 
A generalization of the GOY model to MHD can be found in Biskamp [8]. 
All the parameters of the model are now fixed by imposing the conservation 
of another quadratic invariant that can be chosen to distinguish between a 
3D and a 2D model. A more refined version was then considered by Frick 
and Sokoloff [16] to take into account the fact that the magnetic helicity is 
a quantity not positive definite. The situation can be summarized as follows 
[17]. 

Let us consider the following set of equations (M„ and 6„ are now complex 
variables representing the velocity and the magnetic field in dimensionless 
units) 

1-5 ] * 
( M „ _ 1 M „ + 1 - 6 „ - l 6 „ + l ) T ^ ( M n - 2 ' « n - l " &n-2&n- l ) j + In (4) 

~dt 
5, , , . l - ( 5 

A 

dhn 

dt 
= -rjklhn + iknUl - 5 - (5m)(M„+l6„+2 - &n+lMn+2) 

5m , , , , 1 - 5 . 0 I — 0 "I * 
+ ^ ( M n - l & n + l - & n - l M n + l ) H T ^ (Mn-2&n-l " &n-2 '«n - l ) | + Qn (5) 
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or, in terms of the complex Elsasser variables Z^{t) = w„(t) ±6„(t), particu­
larly useful in some solar-wind applications, 

dZ^ V ,_o„^ V 
V ' klZt - i^-klZ^ - -k-'Z+ - -k-'Z- + tk^Tt* + It (6) 

7, n n n n rj n n rj 

where 

2A "+i "-1 2A "+i " -1 

Here z/̂  = (z/ ± ?7)/2, being v the kinematic viscosity and rj the resistivity, 
—v'kt^Um eq. (4), is a drag term specific to 2D cases (see below), ft = 
{fn^gn)/2 are external driving forces, 5 and 5m are real coupling coefficients 
to be determined. In the inviscid unforced limit, equations (6) conserve both 
pseudoenergies E^{t) = (f/4) X^„ |.^;|^(t)| for any value of 5 and 5„t (the 
sum is extended to all the shells), which corresponds to the conservation of 
both the total energy E = E+ + E- = (1/2) E „ ( b n ( i ) P + \bn{t)t) and 
the cross-helicity he = E^ — E^ = '^^ Re{vnb^). As far as the third ideal 
invariant is concerned, we can define a generalized quantity as 

Flr̂ (t) = £(sign(<5-1))"MI^ (8) 
n=l '*" 

whose conservation implies 5=1 — A^", 5m = A^"/(l + A^") for 5 < 1, 
0 < (5„ < 1 and (5 = 1 + A"", 5m = - A " " / ( l - A"") for 5 > I, 5m < 0, 
5m > 1. Thus two classes of MHD GOY models can be defined with respect 
to the values of 5: 3D-like models for (5 < 1, where H^ is not positive de­
finite and represents a generalized magnetic helicity; 2D-like models where 
5 > 1 and H^' is positive definite. This situation strongly resembles what 
happens in the hydrodynamic case where 2D-like {5 > 1) and 3D-like {5 < 1) 
models are conventionally distinguished with respect to a second generalized 
conserved quantity H^ (t) = 5]^^ (sign((5 — 1))"A;^ bn(i)| • Here the 3D and 
2D cases are recovered for a = 1, 2 where the ideal invariants are identified 
respectively with kinetic helicity and enstrophy It should be noted that, alt­
hough the hydrodynamic invariants are not conserved in the magnetic case, 
the equations which link a and 5 are exactly the same for hydrodynamic and 
MHD models. Thus, once fixed a and 5, it is a simple matter to find out which 
GOY model the MHD GOY one reduces to when 6„ = 0 [17]. To summarize 
we have that (with A = 2) the model introduced in [16] for the 3D case will be 
called, hence on, 3D MHD GOY model or simply 3D model. It is recovered 
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for a = 1, (5 = 1/2, S^ = 1/3 and reduces to the usual 3D GOY model for 
bn = 0. The Biskamp's 3D model [8] is actually a 2D-like model and will be 
called pseudo 3D model. It is obtained for a = 1, S = 3/2, Sm = —1 and 
reduces to a 2D-like GOY model that conserves a quantity which has the 
same dimensions as kinetic helicity but is positive definite. The 2D models 
introduced in [8] and in [16] coincide, they are recovered for a = 2, S = 5/4, 
Sm = —1/3 and reduce to the usual 2D GOY model for 6„ = 0. In the follo­
wing the properties of the 3D model will be mainly investigated. 

4 Dynamo Action in M H D Shell Models 

The problem of magnetic dynamo, that is the amplification of a seed of 
magnetic field and its maintenance against the losses of dissipation in an 
electrically conducting flow, is of great interest by itself and for astrophy-
sical applications (see for example [18] for an excellent introduction to the 
problem). Shell models offer the opportunity to test with relative simplicity 
whether a small value of the magnetic fleld can grow in absence of forcing 
terms on the magnetic fleld. Previous considerations about dynamo action in 
shell models can be found in [5]. In that case numerical study of bifurcati­
ons in the three-mode system revealed instabilities of kinetic flxed points to 
magnetic ones or magnetic chaos. The existence of a sort of dynamo eflect in 
MHD GOY models was put forward by Frick and Sokolofl [16]. The authors 
investigate the problem of the magnetic fleld generation in a free-decaying 
turbulence, thus showing that: 1) in the 3_D case magnetic energy grows and 
reaches a value comparable with the kinetic one, in a way that the magnetic 
fleld growth is unbounded in the kinematic case; 2) in the 2D case magnetic 
energy slowly decays in the nonlinear as well as in the kinematic case. These 
results have been interpreted as a 3D "turbulent dynamo effect" and seem 
to be in agreement with well-known results by which dynamo effect is not 
possible in two dimensions [19]. The problem was then reexamined in [17] in 
a forced situation looking at a comparison between the 3D MHD GOY model 
and the pseudo 3D model. 

Starting from a well developed turbulent velocity fleld, a seed of magnetic 
fleld is injected and the growth of the magnetic spectra monitored. System 
is forced on the shell n = 4 {ko = 1), setting / / = /zf = (1 + «) 10^^, which 
corresponds to only inject kinetic energy at large scales. Method of integration 
is a modifled fourth order Runge-Kutta scheme. In flg. 1 we plot log]̂ o( |6„|^ ) 
and log]̂ o( |w„|̂  ) versus loĝ ĝ A;„ for the 3D model. Angular brackets ( ) stand 
for time averages. It can be seen that the magnetic energy grows rapidly 
in time and forms a spectrum where the amplitude of the various modes 
is, at small scale, of the same order as the kinetic energy spectrum. (The 
subsequent evolution of magnetic and kinetic spectra will be considered in the 
next section). The spectral index is close to k^"^^^ which is compatible with a 
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Kolmogorov scaling of the second order structure function. For a comparison 

*~**«'-«-*-^-^. 

Fig. 1. 3D model: logĵ Q( \vn'\^) {diamonds) and logĵ Q( |6nP ) {lines) versus logĵ Q fc„. 

The averages of |6nP are made over intervals of 3 large scale turnover times. Time 

proceeds upwards. The kinetic spectrum is averaged over 30 large scale turnover 

times. The straight line has slope —2/3. Parameters used: N=24, v = rj = 10^®, 

v' = 0 

we integrated the pseudo 3D model and it can be seen (fig. 2) tha t a magnetic 
spectrum is formed, but it slowly decays in time. Notice that , because of the 
smallness of 6„, its back-reaction on the velocity field is negligible, thus the 
kinematic part of the model evolves independently from the magnetic one. 
Now the scaling |w„|^ '^ kn follows, as a cascade of generalized enstrophy 
is expected for 2D-like hydrodynamic GOY models when a < 2 (see [20] for 
details). The question now arises whether it is correct the interpretation of the 
growth of the magnetic field in the 3D model as the corresponding dynamo 
effect expected in the real 3D magnetohydrodynamics. First of all it should 
be noted tha t in the kinematic case an analogy with the vorticity equation 
predicts the following relations between velocity and magnetic energy spectra 
[6]: |w„|^ ^ k^"", |6„|^ ^ A;^^", so tha t if a = 2 /3 it follows a magnetic energy 
spectrum growing with k. The kinematic case corresponds to the first stage of 
growth of our simulation where this behaviour is sometimes visible, at least 
qualitatively. Note however tha t the averages are made on very small time 
intervals because of the rapid growth of the magnetic energy. A similar, much 
more pronounced behaviour is found for the pseudo 3D model as well. 

Let us stress tha t the sign of the third ideal invariant seems to play a 
crucial role as far as the growth of small magnetic fields is concerned. In ef-
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Fig. 2. Pseudo 3D model: logĵ Q( l^np ) {diamonds) and logj^Q(|6„p) {lines) versus 

logĵ Q fc„. Averages are made over intervals of 100 large scale turnover times. Time 

proceeds downwards. The kinetic spectrum is only shown for the last interval. The 

straight line has slope —4/3, see text for explanation. Parameters used: N=33, 

V = 1 0 " " , ?? = 0.5 • 10"^ ly' = 1 

feet this sort of djTiamo effeet ean also be considered under a different point 
of view. Let us consider the ideal evolution of the model dZ^/dt = iknT^*. 
We can build up the phase space S of dimension D = 4N, by using the 
Elsasser variables as axes, so tha t a point in S represents the system at a 
given time. A careful analysis of (6) shows tha t there exist some subspaces 
/ C S* of dimension D = 2N which remain invariant under the time evo­
lution [21]. More formally, let y(0) = (w„,6„) be a set of initial conditions 
such tha t y(0) G / , / is t ime invariant if the flow T*, representing the time 
evolution operator in S, leaves / invariant, tha t is T*[y(0)] = y{t) G / . The 
kinetic subspace K C S, deflned by y(0) = (w„, 0) is obviously the usual fluid 
GOY model. Further subspaces are the Alfvenic subspaces A^ deflned by 
y(0) = {vn, ivn), say Z + y^ 0 and Z^ = 0 (or vice versa). Each initial con­
dition in these subspaces is actually a flxed point of the system. We studied 
the properties of stability of K and A^. Following [21], let us deflne for each 
/ the orthogonal complement P , namely S = I (B P- Let us then decompose 
the solution as y{t) = (ymt(i), Vextit)) where the subscripts refer to the / and 

P subspaces respectively. Finally we can deflne the energies Eint 
l|2 

\yint\ 
and Eext = ||yea;t||'^. Note tha t the distance of a point y = {yintTVext) from 
the subspace I is d = min ||y — y|| = ||yea;t||- Then Ef,xt represents the square 

of the distance of the solution from the invariant subspace. At time t = 0, 
Eext = <^Eint (e "C 1) represents the energy of the perturbation. Since the 
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total energy is constant in the ideal case, two extreme situations can arise: 
1) The external energy remains of the same order of its initial value, that 
is the solution is trapped near / which is then a stable subspace; 2) The 
external energy assumes values of the same order as the internal energy, that 
is the solution is repelled away from the subspace which is then unstable. 

at) 

c 
W 

10"-

1 0 ' -

LO"-

0 ' ' -

/' 

;"' 

' 

;' 

: 

-' 

0.0 0.5 1.0 

Time 

1.5 2.0 

Fig. 3. Ideal case: kinetic energy {continuous line) and magnetic energy {dashed 
line) versus time for the 3D model; magnetic energy {dot-dashed line) versus time 
for the pseudo 3D model 

Since the external and internal energies for the Alfvenic subspaces are no­
thing but the pseudoenergies i?+ and E^, which are ideal invariants, the 
Alfvenic subspaces are stable. As regards the kinetic subspace, Eint and E^xt 
represent respectively the kinetic and magnetic energies. Looking at the nu­
merical solutions of the ideal model (fig. 3) we can see the difference in the 
stability properties between the pseudo 3D model and the 3D one. In the 
first case the external energy remains approximately constant, while in the 
second case the system fills up immediately all the available phase space. This 
striking difference is entirely due to the nonlinear term, and in fact must be 
ascribed to the differences in sign of the third invariant. The effect of the 
unstable subspace, which pushes away the solutions, is what in ref. [16] is 
called "turbulent dynamo effect". 

5 Spectral Properties in Stationary Forced State 

The main fundamental difference between hydrodynamic and MHD shell 
models lies in the fact that the behaviour of the former is not so sensitive to 
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the type of forcing, at least as far as the main features are concerned. On the 
contrary in the magnetic case phase space is more complex because of the 
presence of invariant subspaces which can act as attractors of the dynamics 
of the system, hence the type of forcing becomes crucial in selecting the sta­
tionary state reached by the system. The spectral properties of the 3D model 
have been investigated by Prick and Sokolov in [16] under different choices 
of the forcing terms. In their simulations they observe that the spectral in­
dexes of kinetic and magnetic spectra depend on the level of cross helicity 
and magnetic helicity. In particular spectra with spectral index —5/3 appear 
if the cross helicity vanishes. Even in this case results may be deceptive. In 
fact, defining the reduced cross helicity hji as the cross helicity divided by 
the total energy, long runs [17] show that, in case of constant forcing on the 
velocity variables, even from an initial value HR = 0 the system evolves ine­
vitably towards a state in which the reduced cross helicity reaches either the 
value +1 or -1 , corresponding to a complete correlation or anti-correlation 
between velocity and magnetic field. In terms of attractors the system is at­
tracted towards one of the Alfvenic subspaces where velocity and magnetic 
field are completely aligned or anti-aligned. Due to the particular form of the 
nonlinear interactions in MHD (6), the nonlinear transfer of energy towards 
the small scales is stopped. In this case Kolmogorov-like spectra appear as 
a transient of the global evolution. This is shown in fig.4 where it is clearly 
seen a component (Z^) which is completely vanishing while the Z+ spectrum 
becomes steeper and steeper as energy is not removed from large scales. If 
an exponentially correlated in time gaussian random forcing on the velocity 
field is adopted the system shows a very interesting behaviour. It spends long 
periods (several large scale turnover times) around one of the Alfvenic attrac­
tors, jumping from one to the other rather irregularly (fig. 5). This behaviour 
assures the existence of a flux of energy to the small scales, modulates the 
level of nonlinear interactions and the consequent dissipation of energy at 
small scales, which is burstly distributed in time. What we want to stress is 
the fact that the Alfvenic attractors play a relevant role in the dynamics of 
the system. This fact should be taken into account especially when a statio­
nary state is investigated in order to determine the scaling exponents of the 
structure functions (see below). Two regimes, the Kolmogorov transient and 
the completely aligned regime, could be mixed during the average procedure, 
thus leading to unreliable values of the scaling exponents. 

6 Fluxes, Inertial Range, and Intermittency 

The "four-flfth" relation {Sv{l)^ ) = (—4/5)e/, where e is the mean rate of 
energy dissipation and / the separation, derived by Kolmogorov in [22], can 
be generalized to MHD flows [23], [24], [25]. A corresponding relation exists in 
MHD shell models, which can be derived following the considerations in [26]. 
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Fig. 4. Left: \og-j^Q{\Z^\) versus logĵ Q fc„ at different times (a) Black circles: The 

average of \Z^\ are made over the first 30 large scale turnover times (b) White 

circles: The average is made after 300 large scale turnover times (c). The straight 

line has slope —1/3. Right: The same for \Z^\ 
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Fig. 5. Reduced cross helicity versus time in the case of an exponentially time-

correlated random gaussian forcing on the velocity variables 
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Assuming for simplicity ly = r], the scale-by-scale energy budget equation is: 

where the quantities {Z^Z^Z^)^ are defined as 

(Z±Z±ZT)„ = \hn{{S + S^)}Ztzt+,Z^+, + ^^ ^^ ^"^htiZSZt+i 

+ {2-S- S„.)ZtZ^^,Zt+, + ^-^^^^Z^_,Ztzt+,} (9) 

Assuming that i) forcing terms only act at large scales; (ii) the system tends 
to a statistically stationary state; (iii) in the infinite Reynolds numbers limit 
{1/ —̂  0) the mean energy dissipation tends to a finite positive limit e^, we 
obtain 

{{Z+Z+Z-)r.) = -e+k-^ 

{{Z-Z-Z+)n) =-e-k-^ 

These are the equations that define the inertial range of the system and that 
can be easily checked and confirmed by numerical simulations (fig. 6). It is to 
be remarked that these are the appropriate combinations that are expected to 
scale exactly as A;̂ .̂ Let us finally remind that, as far as cascade properties 
of shell models are concerned, the major drawback lies in the difficulty to 
reproduce cascades of quantities that are expected to flow inversely, such as 
energy in 2D hydrodynamic [20] or magnetic helicity in MHD [8]. 

A deep understanding of intermittency in turbulence is nowdays one of the 
most challenging tasks from a theoretical point of view (see [27] for review). 
A lot of papers have been dedicated in the last years to investigate tempo­
ral intermittency in shell models. Deviations from the Kolmogorov scaling 
Cp = p/3 of the scaling exponents in the structure functions, ( |M„|)^ ^ k^^p, 
have been observed and described in the context of a multifractal approach 
[13]. A precise calculation of the scaling exponents may have difficulties re­
lated to the presence of periodic oscillations superimposed to the power law. 
Another source of uncertainty is linked to the exact identification of the iner­
tial range where the fit should be performed. These problems are at lenght 
discussed and investigated in [28] where a new shell model (called Sabra mo­
del) has been introduced in the context of hydrodynamic turbulence. The 
Sabra model is a slight modification of the standard GOY model and allows 
to eliminate spurious oscillations in the spectra. The same problems are in 
principle encountered in magnetohydrodynamic models thus a generalization 
of the Sabra model to MHD is required ([29]). An alternative approach to 
the determination of scaling exponents for the 3D MHD GOY model can be 
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Fig. 6. Numerical check of the exact scaling relation involving the mixed third 

order moment 

found in [30] where concepts and techniques related to ESS and GESS [31] 
are used. 

We have determined the scaling exponents of the structure functions 
{\un\P) - fc-«^", (|6„|P) - fc-«^", {\Z+\P) ^ k-^t, {\Z-\P) ^ k-^p adopting a 
random forcing on the velocity variables (on shell n = l and n=2) to assure the 
system does not "align". The forcing terms were calculated solving a Lange-
vin equation / „ = — ( I / T Q ) / „ + yU,, where TQ is a correlation time chosen equal 
to the large scale turnover time and /x is a gaussian delta-correlated noise. 
The total number of shells is 23 and the values of viscosity and resistivity 
are v = 0.5 • 10^^, r] = 0.5 • 10^^. In fig. 7 the first three structure functions 
are plotted for the magnetic field, together with the best fit lines. Prom a 
comparison with spectra obtained in the s tandard GOY model [26], it should 
be remarked tha t the cross over region between the inertial range and the 
dissipative one is not so sharp as in the hydrodynamic case. 

We then decided to perform a least-square fit in the range, determined 
visually, between the shell numbers n = 3 and n = 12. The values of ^" and 
^p are reported in Table 1 together with the values of ^p, extracted from [26], 
for the hydrodynamic GOY model. The values of the scaling exponents of the 
other structure functions are compatible, within errors coming from the fit 
procedure, with those of the velocity variables. It can be seen tha t the values 
found are compatible with those obtained for the s tandard hydrodynamic 
GOY model. 
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Fig. 7. Structure functions ln(|6„|'') versus In fc„ for (a) p = 1 {black circles) (b) 

p = 2 [large white circles) (c) p = 3 {small white circles). The straight lines are the 

best fit in the range between n = 3 and n = 12 

Table 1. Scaling exponents ^p (GOY model), ^p, ^p 

p 

1 

2 

3 

4 

5 

6 

7 

8 

iv (GOY) 

0.72 

1.04 

1.34 

1.61 

1.86 

2.11 

2.32 

Sp 

0.37 ±0.01 

0.71 ±0.01 

1.02 ±0.02 

1.31 ±0.03 

1.57 ±0.04 

1.82 ±0.05 

2.05 ±0.06 

2.28 ±0.08 

Sp 

0.36 ±0.01 

0.70 ±0.01 

1.02 ±0.02 

1.32 ±0.03 

1.59 ±0.04 

1.84 ±0.05 

2.07 ±0.06 

2.30 ±0.08 

7 Conclusions 

In this paper we have reported about the main properties concerning dy­
namical behaviour and intermittency of a shell model for MHD turbulence. 
The properties of the model reveal a complex structure of phase space in 
which invariant subspaces are present. The stability properties of the kinetic 
subspace are related to a djTiamo action in the system while Alfvenic subspa­
ces act as strong at t ractors which cause the system to evolve towards a s tate 
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in which no energy cascade is present. A careful choice of forcing terms seems 
to be crucial in determining the stat ionary state reached by the system. 

We want finally mention tha t shell models, as good candidates to repro­
duce the main features of MHD turbulence, can be used to check conjectures 
and ideas in astrophysical applications where very high Reynolds numbers are 
often present. We briefly remind two examples of applications. In [32] MHD 
shell models have been used to simulate magnetohydrodynamics in the early 
universe to investigate the effects of plasma viscosity on primordial magnetic 
flelds. As second example, scaling laws found in the probability distribution 
functions of quantities connected with solar flares (eruption events in the so­
lar corona) are at present mat ter of investigation by means of shell models. 
Results on this subject can be found in [33]. 

I am grateful to Vincenzo Carbone, Pierluigi Veltri, Leonardo Primavera, 
Guido Boffetta, Antonio Celani and Angelo Vulpiani for useful discussions 
and suggestions. 
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Dynamics of Vortex and Magnetic Lines 

in Ideal Hydrodynamics and MHD 

E.A. Kuznetsov and V.P. Ruban 

Landau Institute for Theoretical Physics, Kosygin str., 117334 Moscow, Russia 

Abs t r ac t . Vortex hne and magnetic hne representations are introduced for de­

scription of flows in ideal hydrodynamics and MHD, respectively. For incompres­

sible fluids it is shown that the equations of motion for vorticity fi and magnetic 

field with the help of this transformation follow from the variational principle. By 

means of this representation it is possible to integrate the system of hydrodynamic 

type with the Hamiltonian H = J \fi\dr. It is also demonstrated that these repre­

sentations allow to remove from the noncanonical Poisson brackets, defined on the 

space of divergence-free vector fields, degeneracy connected with the vorticity fro-

zenness for the Euler equation and with magnetic field frozenness for ideal MHD. 

For MHD a new Weber type transformation is found. It is shown how this trans­

formation can be obtained from the two-fluid model when electrons and ions can 

be considered as two independent fluids. The Weber type transformation for ideal 

MHD gives the whole Lagrangian vector invariant. When this invariant is absent 

this transformation coincides with the Clebsch representation analog introduced in 

1 Introduction 

There are a large number of works devoted to the Hamiltonian description 
of the ideal hydrodynamics (see, for instance, the review [2] and the references 
therein). This question was first studied by Clebsch (a citation can be found 
in Ref. [3]), who introduced for nonpotential flows of incompressible fluids a 
pair of variables A and /x (which later were called as the Clebsch variables). A 
fluid dynamics in these variables is such tha t vortex lines represent themselves 
intersection of surfaces A = const and /x = const and these quantities, being 
canonical conjugated variables, remain constant by fluid advection. However, 
these variables, as known (see, i.e.,[4]) describe only partial type of flows. If 
A and /x are single-valued functions of coordinates then the linking degree 
of vortex lines characterizing by the Hopf invariant [5] occurs to be equal 
to zero. For arbi trary flows the Hamiltonian formulation of the equation for 
incompressible ideal hydrodynamics was given by V.T Arnold [6,7]. The Euler 
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© Springer-Verlag Berlin Heidelberg 1999 
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equations for the velocity curl fl = curl v 

on 
dt 

= curl [v X i7], div v = 0 

are written in the Hamiltonian form 

on 
dt = {n,n}, 

by means of the noncanonical Poisson brackets [4] 

{F,G} = I (^n , dF , dG 
curl - - - X curl —— dr 

where the Hamiltonian 

y-h — nA-^ndh, 

(1) 

(2) 

(3) 

(4) 

coincides with the total fluid energy. 
In spite of the fact tha t the bracket (3) allows to describe flows with 

arbitrary topology its main lack is a degeneracy. By this reason it is impossible 
to formulate the variational principle on the whole space S of divergence-free 
vector flelds. 

The cause of the degeneracy, namely, presence of Casimirs annulling the 
Poisson bracket, is connected with existence of the special symmetry formed 
the whole group - the relabeling group of Lagrangian markers (for details see 
the reviews [8,2]). All known theorems about the vorticity conservation (the 
Ertel 's , Cauchy's and Kelvin's theorems, the frozenness of vorticity and con­
servation of the topological Hopf invariant) are a sequence of this symmetry. 
The main of them is the frozenness of vortex lines into fluid. This is related to 
the local Lagrangian invariant - the Cauchy invariant. The physical meaning 
of this invariant consists in tha t any fluid particle remains all the t ime on its 
own vortex line. 

The similar situation takes place also for ideal magneto-hydrodynamics 
(MHD) for barotropic fluids: 

Pt + V(pv) = 0, (5) 

vt + ( v V ) v = -Vw{p) 
Airp 

[curl h X h], (6) 

hj = curl[v X h] . (7) 

Here p is a plasma density, w{p) plasma entalpy, v and h are velocity and 
magnetic flelds, respectively. As well known (see, for instance, [9]-[13]), the 
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MHD equations possesses one important feature - frozenness of magnetic field 
into plasma which is destroyed only due to dissipation (by finite conductivity). 
For ideal MHD combination of the continuity equation (5) and the induction 
equation (7) gives the analog of the Cauchy invariant for MHD. 

The MHD equations of motion (5-7) can be also represented in the Ha-
miltonian form, 

Pt = {p,'H} ht = {h,'H}, vt = {v,7/}, 

by means of the noncanonical Poisson brackets [14]: 

h 
{F,G} 

, SF SG 
c u r l — X — 

(5h (5v 

SG SF 
c u r l — X — 

Sh Sv 
cFr 

(8) 

(9) 

curl V 

P 

SF SG 

Sv Sv 
d \ 

SG, 
-V 

SF 

'Sw 
s_i, 
Sp 

-V 
SG 

'Sw 
rfr. 

This bracket is also degenerated. For instance, the integral / (v, h.)dr, which 
characterizes mutual linkage knottiness of vortex and magnetic lines, is one 
of the Casimirs for this bracket. 

The analog of the Clebsch representation in MHD serves a change of 
variables suggested in 1970 by Zakharov and Kuznetsov [1]: 

v = V4>-
[h X curl S] 

P 
(10) 

New variables (</>, p) and h, S represent two pairs canonically conjugated 
quantities with the Hamiltonian coinciding with the total energy 

n P- P£{p) 
h2 

87r 
dr. 

In the present paper we suggest a new approach of the degeneracy re­
solution of the noncanonical Poisson brackets by introducing new variables, 
i.e., Lagrangian markers labeling each vortex lines for ideal hydrodynamics 
or magnetic lines in the MHD case. 

The basis of this approach is the integral representation for the corre­
sponding frozen-in field, namely, the velocity curl for the Euler equation and 
magnetic field for MHD. We introduce new objects, i.e., the vortex lines or 
magnetic lines and obtain the equations of motion for them. This description 
is a mixed Lagrangian-Eulerian description, when each vortex (or magne­
tic) line is enumerated by Lagrangian marker, but motion along the line 
is described in terms of the Eulerian variables. Such representation remo­
ves all degeneracy from the Poisson brackets connected with the frozenness, 
remaining the equations of motion to be gauge invariant with respect to re-
parametrization of each line. Important , tha t the equations for line motion, 
as the equations for curve deformation, are transverse to the line tangent. 
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It is interesting that the hne representation also solves another problem 
- the equations of line motion follow from the variational principle, being 
Hamiltonian. 

This approach allows also simply enough to consider the limit of nar­
row vortex (or magnetic) lines. For two-dimensional flows in hydrodynamics 
this "new" description corresponds to the well-known fact, namely, to the 
canonical conjugation of x and y coordinates of vortices (see, for instance, 
[3]). 

The Hamiltonian structure introduced makes it possible to integrate the 
three-dimensional Euler equation (2) with Hamiltonian TL = J \n\dr. In terms 
of the vortex lines the given Hamiltonian is decomposed into a set of Hamil-
tonians of noninteracting vortex lines. The dynamics of each vortex lines is, 
in turn, described by the equation of a vortex induction which can be redu­
ced by the Hasimoto transformation [15] to the integrable one-dimensional 
nonlinear Schrodinger equation. 

For ideal MHD a new representation - analog of the Weber transformation 
- is found. This representation contains the whole vector Lagrangian invari­
ant. In the case of ideal hydrodynamics this invariant provides conservation 
of the Cauchy invariant and, as a sequence, all known conservation laws for 
vorticity (for details see the review [2]). It is important that all these con­
servation laws can be expressed in terms of observable variables. Unlike the 
Euler equation, these vector Lagrangian invariants for the MHD case can not 
be expressed in terms of density, velocity and magnetic fleld. It is necessary 
to tell that the analog of the Weber transformation for MHD includes the 
change of variables (10) as a partial case. The presence of these Lagrangian 
invariants in the transform provides topologically nontrivial MHD flows. 

The Weber transform and its analog for MHD play a key role in construc­
ting the vortex line (or magnetic line) representation. This representation is 
based on the property of frozenness. Just therefore by means of such trans­
form the noncanonical Poisson brackets become non-degenerated in these va­
riables and, as a result, the variational principle may be formulated. Another 
peculiarity of this representation is its locality, establishing the correspon­
dence between vortex (or magnetic) line and vorticity (or magnetic fleld). 
This is a speciflc mapping, mixed Lagrangian-Eulerian, for which Jacobian 
of the mapping can not be equal to unity for incompressible fluids as it is for 
pure Lagrangian description. 

2 General Remarks 

We start our consideration from some well known facts, namely, from the 
Lagrangian description of the ideal hydrodynamics. 

In the Eulerian description for barotropic fluids, pressure p = p{p), we 
have coupled equations - discontinuity equation for density p and the Euler 
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equation for velocity: 

Pt+diYpY = 0, (11) 

Yt + (vV)v = -Vw{p), dw{p) = dp/p. (12) 

In the Lagrangian description each fluid particle has its own label. This is 
three-dimensional vector a, so that particle position at time t is given by the 
function 

x = x(a,t). (13) 

Usually initial position of particle serves the Lagrangian marker: a = x(a,0). 
In the Lagrangian description the Euler equation (12) is nothing more 

than the Newton equation: 

X = —Vw. 

In this equation the second derivative with respect to time t is taken for fixed 
a, but the r.h.s. of the equation is a function oft and x. Excluding from the 
latter the x-dependence, the Euler equation takes the form: 

* dau dak 

where now all quantities are functions of t and a. 
In the Lagrangian description the continuity equation (11) is easily inte­

grated and the density is given through the Jacobian of the mapping (13) 
J = det{dxi/dak)'-

P - ' - ^ . (15) 

Now let us introduce a new vector, 

ox' 
Uk = TT^Vi, (16) 

oak 

which has a meaning of velocity in a new curvilinear system of coordinates 
or it is possible to say that this formula defines the transformation law for 
velocity components. It is worth noting that (16) gives the transform for the 
velocity v as a co-vector. 

The straightforward calculation gives that the vector u satisfies the equa­
tion 

duk d /v2 \ 
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In this equation the right-hand-side represents gradient relative to a and 
therefore the "transverse" part of the vector u will conserve in time. And 
this gives the Cauchy invariant: 

^ c u r l „ u = 0, (18) 
at 

or 

curl„u = I. (19) 

If Lagrangian markers a are initial positions of fluid particles then the Cauchy 
invariant coincides with the initial vorticity: I = i7o (a). This invariant is ex­
pressed through instantaneous value of i7(x, t) by the relation 

I2o(a) =J(I2(x,t)V)a(x,t) (20) 

where a = a(x,t) is inverse mapping to (13). Following from (20) relation for 
B = n/p, 

Boi{a) = -^Bk{x,t), 
dxk 

shows that, unlike velocity B transforms as a vector. 
By integrating the equation (17) over time t we arrive at the so-called 

Weber transformation 

u(a,t) = uo(a)+ ¥„<?>, (21) 

where the potential <P obeys the Bernoulli equation: 

• w(fl) (22) 
dt 2 ^^' ^ ' 

with the initial condition: <P\t=o = 0. For such choice of ^ a new function 
uo(a) is connected with the "transverse" part of u by the evident relation 

curia uo (a) = I-

The Cauchy invariant I characterizes the vorticity frozenness into fluid. 
It can be got by standard way considering two equations - the equation for 
the quantity B = f^/p, 

^ = (BV)v, (23) 

and the equation for the vector (5x = x(a + Sa) — x(a) between two adjacent 
fluid particles: 

f ^ (̂ xV)v. ,24, 
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The comparison of these two equations shows that if initially the vectors 
(5x are parallel to the vector B, then they will be parallel to each other all 
time. This is nothing more than the statement of the vorticity frozenness 
into fluid. Each fluid particle remains all the time at its own vortex line. 
The combination of Eqs. (23) and (24) leads to the Cauchy invariant. To 
establish this fact it is enough to write down the equation for the Jacoby 
matrix Jij = dxi/daj which directly follows from (24): 

d dai dai dvj 

dt dxk dxj dxk ' 

that in combination with Eq. (23) gives conservation of the Cauchy invariant 
(19). 

If now one comes back to the velocity fleld v then by use of Eqs. (16) and 
(21) one can get that 

V = MofcVafc + V<P (25) 

where gradient is taken with respect to x. Here the equation for potential ^ 
has the standard form of the Bernoulli equation: 

•̂ -t + (vV)<?'- — + w;(p) = 0. 

It is interesting to note that relations (19), as equations for determination of 
x(a,t), unlike Eqs (17), are of the flrst order with respect to time derivative. 
This fact also reflects in the expression for velocity (25) which can be consi­
dered as a result of the partial integration of the equations of motion (17). Of 
course, the velocity fleld given by (25) contain two unknown functions: one 
is the whole vector a(x, t) and another is the potential ^. For incompressible 
fluids the latter is determined from the condition divv = 0. In this case the 
Bernoulli equation serves for determination of the pressure. 

Another important moment connected with the Cauchy invariant is that 
it follows from the variational principle (written in terms of Lagrangian va­
riables) as a sequence of relabelling symmetry remaining invariant the action 
(for details, see the reviews [8,2]). Passing from Lagrangian to Hamiltonian in 
this description we have no any problems with the Poisson bracket. It is given 
by standard way and does not contain any degeneracy that the noncanonical 
Poisson brackets (3) and (9) have. One of the main purposes of this paper is 
to construct such new description of the Euler equation (as well as the ideal 
MHD) which, from one side, would allow to retain the Eulerian description, 
as maximally as possible, but, from another side, would exclude from the 
very beginning all remains from the gauge invariance of the complete Euler 
description connected with the relabeling symmetry. 

As for MHD, this system in one point has some common feature with the 
Euler equation: it also possesses the frozenness property. The equation for h./p 
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coincides with (23) and therefore dynamics of magnetic hnes is very famihar 
to tha t for vortex hnes of the Euler equation. However, this analogy cannot 
be continued so far because the equation of motion for velocity differs from 
the Euler equation by the presence of pondermotive force. This difference 
remains also for incompressible case. 

3 Vortex Line Representat ion 

Consider the Hamiltonian dynamics of the divergence-free vector field 
i7(r, t ) , given by the Poisson bracket (3) with some Hamiltonian TL ^: 

dn 
~dt 

curl curl -—- X n 
oil 

(26) 

As we have said, the bracket (3) is degenerate, as a result of which it 
is impossible to formulate the variational principle on the entire space S of 
solenoidal vector fields. It is known [2] tha t Casimirs / , annulling Poisson 
brackets, distinguish in S invariant manifolds Aif (symplectic leaves) on 
each of which it is possible to introduce the s tandard Hamiltonian mechanics 
and accordingly to write down a variational principle. We shall show tha t 
solution of this problem for the equations (26) is possible on the base of 
the property of frozenness of the field i7(r, t ) , which allows to resolve all 
constrains, stipulated by the Casimirs, and gives the necessary formulation 
of the variational principle. 

To each Hamiltonian T-L - functional of i7(r, t) - we associate the genera­
lized velocity 

v ( r ) = curl 
5Q' 

(27) 

However one should note tha t the generalized v ( r ) is defined up to addition 
of the vector parallel to Q: 

sn sn 
c u r l — ^ c u r l -

a i7 , 

tha t in no way does change the equation for i7. Under the condition (i7-Va) = 
0 a new generalized velocity will have zero divergence and the frozenness 
equation (26) can be writ ten already for the new v ( r ) . A gauge changing of 
the generalized velocity corresponds to some addition of a Casimir to the 
Hamiltonian : 

n^n + f; {/,..} = o. 

^ The Hamiltonian (4) corresponds to ideal incompressible hydrodynamics. 
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Hence becomes clear that the transformation 

X = x(a, t) 

of the initial positions of fluid particles x(a, 0) = a by the generalized velocity 
fleld v(r) through solution of the equation 

X = v(x,t) (28) 

is deflned ambiguously due to the ambiguous deflnition of v(r) by means of 
(27). Therefore using full Lagrangian description to the systems (26) becomes 
ineffective. 

Now we introduce the following general expression for i7(r), which is 
gauge invariant and flxes all topological properties of the system that are 
determined by the initial fleld i7o(a)[16]: 

n{r,t)= / (5(r-R(a,t))(I2o(a)Va)R(a,t)d^a. (29) 

Here now 

r = R(a, t ) (30) 

does not satisfy any more the equation (28) and, consequently, the mapping 
Jacobian J = det | |9R/9a| | is not assumed to equal 1, as it was for full 
Lagrangian description of incompressible fluids. 

It is easily to check that from condition (Va'f?o(a)) = 0 it follows that 
divergence of (29) is identically equal to zero. 

The gauge transformation 

R ( a ) ^ R ( a f i „ ( a ) ) (31) 

leaves this integral unchanged if â ô is arisen from a by means of arbitrary 
nonuniform translations along the fleld line of i7o (a). Therefore the invariant 
manifold Aino of the space <S, on which the variational principle holds, is 
obtained from the space 72. : a —̂  R of arbitrary continuous one-to-one three-
dimensional mappings identifying 72. elements that are obtained from one 
another with the help of the gauge transformation (31) with a flxed solenoidal 
fleld I2o(a). 

The integral representation for i? (29) is another formulation of the fro-
zenness condition - after integration of the relation (29) over area a, trans­
verse to the lines of i7, follows that the flux of this vector remains constant 
in time: 

/ (I2,dSr)= / (I2o,dSa) 
•Ja(t) JaiO) la{t) Ja{0) 

Here a{t) is the image of a{0) under the transformation (30). 
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It is important also that i7o(a) can be expressed explicitly in terms of the 
instantaneous value of the vorticity and the mapping a = a(r, t), inverse to 
(30). By integrating over the variables a in the relation (29), 

^ ' det | |aR/aa | | ' ^ ' 

where i7o(a) can be represented in the form: 

I2o(a) = det| |aR/aa| |(I2(r)V)a. (33) 

This formula is nothing more than the Cauchy invariant (19). We note that 
according to Eq. (32) the vector b = (i7g(a)Va)R.(a) is tangent to i7(R). It 
is natural to introduce parameter s as an arc length of the initial vortex lines 
i7o(a) so that 

OS 

In this expression i7o depends on the transverse parameter i/ labeling each 
vortex line. In accordance with this, the representation (29) can be written 
in the form 

n{r,t)= I Qo{v)(fv 15{Y-Ii{s,v,t))^ds, (34) 

whence the meaning of the new variables becomes clearer: To each vortex 
line with index v there is associated the closed curve 

r = R(s, v^t), 

and the integral (34) itself is a sum over vortex lines. We notice that the 
parametrization by introduction of s and v is local. Therefore as global the 
representation (34) can be used only for distributions with closed vortex lines. 

To get the equation of motion for R(z/,s,t) the representation (34) (in 
the general case - (29)) must be substituted in the Euler equation (26) and 
then a Fourier transform with respect to spatial coordinates performed. As 
a result of simple integration one can obtain: 

k x I Qo{v)d^v f dse-'^^[R., x {Rt(z/, s,t) - v ( R , t ) } ] = 0. 

This equation can be resolved by putting integrand equal identically to zero: 

[R, xRt(z/,s,t)] = [R, x v ( R , t ) ] . (35) 

With this choice there remains the freedom in both changing the parameter s 
and relabelling the transverse coordinates i/. In the general case of arbitrary 



356 E.A. Kuznetsov and V.P. Ruban 

topology of the field i7o(a) the vector R^ in the equation (35) must be re­
placed by the vector b = (i7o(a)Va)R.(a, t). Notice that, as it follows from 
(35) and (32), a motion of a point on the manifold Aioo is determined only 
by the transverse to i7(r) component of the generalized velocity. 

The obtained equation (35) is the equation of motion for vortex lines. In 
accordance with (35) the evolution of each vector R is principally transverse 
to the vortex line. The longitudinal component of velocity does not effect on 
the line dynamics. 

The description of vortex lines with the help of equations (34) and (35) is 
a mixed Lagrangian-Eulerian one: The parameter v has a clear Lagrangian 
origin whereas the coordinate s remains Eulerian. 

4 Variational Principle 

The key observation for formulation of the variational principle is that 
the following general equality holds for functionals that depend only on Q: 

b X curl 
V(5I2(R) 

5F 

(5R(a) 
(36) 

For this reason, the right-hand-side of (35) equals the variational derivative 

[(I2o(a)Va)R(a) x R,(a)] = ' ^ ^ j ^ / ^ " „ • (37) 
( )R(a) Qo 

It is not difficult to check now that the equation (37) described dynamics 
of vortex line is equivalent to the requirement of extremum of the action 
{5S = 0) with the Lagrangian [16] 

C=lfd^a{[Tit{a) X R(a)] • (I2o(a)Va)R(a)) - 7/({I2{R}}). (38) 

Thus, we have introduced the variational principle for the Hamiltonian 
dynamics of the divergence-free vector field topologically equivalent to i7o(a). 

Let us discuss some properties of the equations of motion (37), which 
are associated with excess parametrization of elements of Aino by objects 
from TZ. We want to pay attention to the fact that Prom Eq. (36) follows 
the property that the vector b and SF/S'R{a) are orthogonal for all fun­
ctionals defined on Aing- In other words the variational derivative of the 
gauge-invariant functionals should be understood (specifically, in (36)) as 

(5R(a) 

where Pij = Sij — TITJ is a projector and T = b / | b | a unit tangent (to 
vortex line) vector. Using this property as well as the transformation formula 
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(36) it is possible, by a direct calculation of the bracket (3), to obtain the 
Poisson bracket (between two gauge-invariant functionals) expressed in terms 
of vortex lines: 

'-'^/C (Pa 
2" 

Pj^ X P- ^^ 
(5R(a) (5R(a) 

(39) 

The new bracket (39) does not contain variational derivatives with respect 
to i7o(a). Therefore, with respect to the initial bracket the Cauchy invariant 
i7o(a) is a Casimir fixing the invariant manifolds MQ^ on which it is possible 
to introduce the variational principle (38). 

In the case of the hydrodynamics of a superfluid liquid a Lagrangian 
of the form (38) was apparently first used by Rasetti and Regge [17] to 
derive an equation of motion, identical to Eq. (35), but for a separate vortex 
filament. Later, on the base of the results [17], Volovik and Dotsenko Jr. [18] 
obtained the Poisson bracket between the coordinates of the vortices and the 
velocity components for a continuous distribution of vortices. The expression 
for these brackets can be extracted without difficulty from the general form 
for the Poisson brackets (39) . However, the noncanonical Poisson brackets 
obtained in [17,18] must be used with care. Their direct application gives 
for the equation of motion of the coordinate of a vortex filament an answer 
that is not gauge-invariant. For a general variation, which depends on time, 
additional terms describing flow along a vortex appear in the equation of 
motion. For this reason, the dynamics of curves (including vortex lines) is in 
principle "transverse" with respect to the curve itself. 

We note that for two-dimensional (in the x — y plane) flows the variational 
principle for action with the Lagrangian (38) leads to the well-known fact that 
X{i/,t)- and Y{i/,t)- coordinates of each vortex are canonically conjugated 
quantities (see [3]). 

5 Integrable Hydrodynamics 

Now we present an example of the equations of the hydrodynamic type 
(26), for which transition to the representation of vortex lines permits to 
establish of the fact of their integrability [16]. 

Consider the Hamiltonian 

'H{n{r)}= f\n\dr (40) 

and the corresponding equation of frozenness (26) with the generalized velo­
city 

V = curl (n/n). 
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We assume that vortex lines are closed and apply the representation (34). 
Then due to (32) the Hamiltonian in terms of vortex lines is decomposed as 
a sum of Hamiltonians of vortex lines: 

-HiB] = j \Qo{v)\d'v j dH 
d. 

ds. (41) 

The standing here integral over s is the total length of a vortex line with 
index v. According to (37), with respect to these variables the equation of 
motion for the vector R(z ,̂ s) is local, it does not contain terms describing 
interaction with other vortices: 

r7[rxR,(i/ ,s,t)] = [ r x [ r x r J ] . (42) 

Here ry = sign(i7o), T = Rs / |Rs | is the unit vector tangent to the vortex line. 
This equation is invariant against changes s —̂  s{s, t). Therefore the equa­

tion (42) can be resolved relative to Rj up to a shift along the vortex line -
the transformation unchanged the vorticity Q. This means that to find Q it 
is enough to have one solution of the equation 

?7|R,|Rt = [ r x r J + / 3 R „ (43) 

which follows from (42) for some value of (3. Arisen from here equation for 
T as a function of filament length / {dl = |Rs|(is) and time t (by choosing a 
new value /3 = 0) reduces to the integrable one-dimensional Landau-Lifshits 
equation for a Heisenberg ferromagnet: 

dr 
dp 

This equation is gauge-equivalent to the ID nonlinear Schrodinger equa­
tion [19] and, for instance, can be reduced to the NLSE by means of the 
Hasimoto transformation [15]: 

'ip{l,t) = K{l,t) •exp(« / x(J,t)dl), 

where K{l,t) is a curvature and xih'^) the line torsion. 
The considered system with the Hamiltonian (40) has direct relation to 

hydrodjrnamics. As known (see the paper [15] and references therein), the 
local approximation for thin vortex filament (under assumption of smallness 
of the filament width to the characteristic longitudinal scale) leads to the 
Hamiltonian (41) but only for one separate line. Respectively, the equation 
(26) with the Hamiltonian (40) can be used for description of motion of a 
few number of vortex filaments, thickness of which is small compared with 
a distance between them. In this case (nonlinear) dynamics of each filament 
is independent upon neighbor behavior. In the framework of this model sin­
gularity appearance ( intersection of vortices) is of an inertial character very 
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similar to the wave breaking in gas-dynamics. Of course, this approxima­
tion does not work on distances between filaments comparable with filament 
thickness. 

It should be noted also that for the given approximation the Hamiltonian 
of vortex line is proportional to the filament line whence its conservation 
follows that, however, in no cases is adequate to behavior of vortex filaments 
in turbulent flows where usually process of vortex filament stretching takes 
place. It is desirable to have the better model free from this lack. A new 
model must necessarily describe nonlocal effects. 

In addition we would like to say that the list of equations (26) which can 
be integrated with the help of representation (34) is not exhausted by (40). 
So, the system with the Hamiltonian 

n^{n{r)} = J \n\xdr (44) 

is gauge equivalent to the modified KdV equation 

3 

the second one after NLSE in the hierarchy generated by Zakharov-Shabat 
operator. As against previous model (40) some physical application of (44) 
has not yet been found. 

6 Lagrangian Description of M H D 

Consider now how the relabelling symmetry works in the ideal MHD. 
First, rewrite equations of motion (5-7) in the Lagrangian representation by 
introducing markers a for fluid particles 

X = x(a, t) 

with 
v(x,t) = x(a, t). 

In this case the continuity equation (5) and the equation for magnetic field 
(7) can be integrated. The density and the magnetic field are expressed in 
terms of the Jacoby matrix by means of Eq. (15) and by the equation 

Biix,t) = -^Bokia), (45) 
oak 

where B = h/p. In the latter transformation the Jacoby matrix serves the 
evolution operator for vector B. The vector B, in turn, transforms as a vector. 
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In terms of Lagrangian variables the equation of motion (6) is writ ten as 
follows 

oak oak 4:71-po{a) da^ 
(46) 

With the help of relation (45) and Eq. (17) the vector u given by (16) will 
satisfy the equation 

dt V 2 

1 

47r 
[Bo(a) X curlaH] (47) 

Here vector Bo(a) = ho(a)/yOo(a) is a Lagrangian invariant and H represents 
the co-adjoint transformation of the magnetic field, analogous to (16): 

Hi{a,t) = 
dXn 

dai 
• '^m \^: ^J • 

Now by analogy with (17) and (21), integration of Eq.(47) over time leads to 
the Weber type transformation: 

u(a , t ) = uo(a) + Va<?> + Bo(a) x curl„S (48) 

Here UQ (a) is a new Lagrangian invariant which can be chosen as pure trans­
verse, namely, with div^ UQ = 0. This new Lagrangian invariant cannot be 
expressed through the observed physical quantities such as magnetic field, 
velocity and density. In spite of this fact, as it will be shown in the next 
section, the vector Lagrangian invariant Uo(a) has a clear physical meaning. 
As far as new variables <P and S, they obey the equations: 

'dt ^ Y ~ 
dS H 

v„V-
dt 47r 

The transformation (48) for velocity v (x , t) takes the form: 

V =Mofc(a)Vafc + V ^ - X curl S (49) 

where S is the vector S transformed by means of the rule (16): 

Si{x,t) = -— Sk{a,t). 
dxi 

In Eulerian description <P satisfies the Bernoulli equation 

- + ( v V ) ^ - - + « , = 0 (50) 



Dynamics of vortex and magnetic lines 361 

and equation of motion for S is of the form: 

dS h 
-7-^ [v X curlS] + VV-i = 0. (51) 
ot Air 

For uo = 0 the transformation (49) was introduced for ideal MHD by Zakha-
rov and Kuznetsov in 1970 [1]. In this case magnetic field h and vector S as 
well as <P and p are two pairs of canonically conjugated variables. It is inte­
resting to note tha t in the canonical case the equations of motion for S and 
<P obtained in [1] coincide with (50) and (51). However, the canonical para-
metrization describes partial type of flows, in particular, it does not describe 
topological nontrivial flows for which mutual knottiness between magnetic 
and vortex lines is not equal to zero. This topological characteristics is given 
by the integral / ( v , h)(ix. Only when UQ 7̂  0 this integral takes non-zero 
values. 

7 Frozen-In M H D Fields 

To clarify meaning of new Lagrangian invariant UQ (a) we remind tha t the 
MHD equations (5-7) can be obtained from two-fluid system where electrons 
and ions are considered as two separate fluids interacting each other by means 
of self-consistent electromagnetic fleld. The MHD equations follow from two-
fluid equations in the low-frequency limit when characteristic frequencies are 
less than ion gyro-frequency The latter assumes i) neglecting by electron 
inertia, ii) smallness of electric fleld with respect to magnetic fleld, and iii) 
charge quasi-neutrali ty We write down at flrst some intermediate system 
called often as MHD with dispersion [20]: 

47rc 
curl curlA = (n-ivi — n2V2), (52) 

c 

{dt + V i V ) m v i = - {-At + [vi X curl A]) - V ^ — , (53) 
c oni 

0 = - - ( - A t + [v2 x c u r l A ] ) - V ^ — . (54) 
c on2 

In these equations A is the vector potential so that the magnetic fleld h = 
curl A and electric fleld E = — - A t . This system is closed by two continuity 
equations for ion density n-i and electron density n2'. 

ni,t + V(n iVi ) = 0, n2,t + V(n2V2) = 0 . (55) 

In this system Vi_2 are velocities of ion and electron fluids, respectively. The 
flrst equation of this system is a Maxwell equation for magnetic fleld in static 
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limit. The second equation is equation of motion for ions. The next one is 
equation of motion for electrons in which we neglect by electron inertia. By 
means of the latter equation one can obtain the equation of frozenness of 
magnetic field into electron fluid (this is another Maxwell equation): 

hj = curl[v2 X h]. 

Applying the operator div to (52) gives with account of continuity equations 
the quasi-neutrality condition: n-i = n2 = n. Next, by excluding n2 and V2 
we have flnally the MHD equations with dispersion in its standard form [20]: 

(dt + \y)'nw = —Vwin) + -—[curl h x h], 
Aim on 

nt + V(nv) = 0, curl 
47ren 

-curl h) X h (56) 

where vi = v, and e{n,n) is internal energy density so that w{n) is entalpy 
per one pair ion-electron. The classical MHD follows from this system in the 
limit when the last term c/(47ren)curlh in equation (56) should be neglected 
with respect to v. At the same time, the vector potential A must be larger 
characteristic values of {mc/e)v in order to provide inertia and magnetic 
terms in Eq. (53) being of the same order of magnitude. Both requirements 
are satisfled if e = c/{ujpiL) < < 1 where L is a characteristic scale of magnetic 
fleld variation and LVpi = \J'^•nne? jni is ion plasma frequency. 

Unlike MHD equations (5-7), the given system has two frozen-in flelds. 
These are the fleld Qi = -h frozen into electron fluid and the fleld 

i?! = curl(v 

frozen into ion component: 

-A) = n- Ho 

f2u = curl [v X i7i] 

i72t = curl [v2Xi72 

where 
V2 = V 

c 

47ren 
-curl h. 

Hence for both flelds one can construct two Cauchy invariants by the same 
rule (19) as for ideal hydrodynamics: 

^io(a) = Ji(I2i(x,t)V)a(x,t) (57) 

where a(x,t) is inverse mapping to x = xi(a, t) which is solution of the equa­
tion x = v(x,t); 

^2o(a2) = J2(I22(x,t)V)a2(x,t) (58) 
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with a2(x,t) inverse to the mapping x = X2(a2,t) and x = V2(x,t). 
In order to get the corresponding Weber transformation for MHD as a 

hmit of the system it is necessary to introduce two momenta for ion and 
electron fluids: 

p i = m v + - A (59) 
c 

P2 = - - A . (60) 
c 

In these expressions the terms containing the vector potential are greater 
sum of p i and p2 in parameter e. For each momentum in Lagrangian repre­
sentation one can get equations, analogous to (14), (17): 

dxk dpik dvk d f de e v'^\ 

oaii at oaii oau \ oni c I ) 

dxk dp2k _ dv2k d f de e \ 

da2i dt da2i da2i \ dn2 c J 

By introducing the vector p for each type of fluids, by the same rule as (16), 

dxk 
Pi = J^Pk, 

Otti 

after integration over time of equations of motion for p one can arrive at two 
Weber transformations for each momentum: 

Pi=Pu{ai)Vau + V<Pi, (63) 

P2 = P2i{a2)Va2i + V<?>2. (64) 

In the limit e —̂  0 the markers a i and a2 can be put approximately equal. 
This means tha t their difference will be small: 

a2 — a i = d '^e. 

Besides, due to charge quasi-neutrality, Jacobians with respect to a i and 02 
must be equal each other (here we put n io ( a i ) = n2o(a2) = 1 without loss 
of generality): 

d e t | | 9 x / 9 a i | | = d e t | | 9 x / 9 a 2 | | . 

As a result, the inflnitesimal vector d(a , t ) relative to the argument a occurs 
divergence free: ddi/dai = 0. 

Then, summing (63) and (64) and considering the limit e —̂  0, we obtain 
the Weber-type transformation coinciding with (48): 

u(a , t ) = uo(a) + Va^ + [Bo(a) x curl„ s j , (65) 
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where vectors Uo(a) and S are expressed through the Lagrangian invariants 
p i ( a ) and P2(a) and displacement d between electron and ion by means of 
relations [21]: 

u(a , t ) = — ( P i ( a ) + p2(a)) , 
m 

d = cur ias . 
e 

Important tha t in (65) all terms are of the same order of magnitude (zero 
order relative to e). Curl of vectors p i ( a ) and p2(a2) yield the corresponding 
Cauchy invariants (57) and (58). 

8 Relabeling Symmetry in M H D 

Now let us show how existence of new Lagrangian invariants corresponds 
to the relabeling symmetry. 

Consider the MHD Lagrangian [2], 

C. = j [p\ - pe{p) - ^ ) dv, 

where we neglect by contribution from electric field in comparison with tha t 
from magnetic field. Here e(yo) is specific internal energy. 

In terms of mapping x(a , t) the Lagrangian £* is rewritten as follows [22]: 

* ^ j 3 „ / •=/T- l /„^^J3„ 1 /" A ' ^ o ( ^ ) ^ a ) x \ % , , ,3__ 
A = y - d ^ a - y e ( J x ^ ( a ) ) d ^ a - — y ( ^ ^ ^ i ^ - | - ^ j J ^ ( a ) d V (66) 

Here density and magnetic field are expressed by means of relations 

p = l / J x , h = ( h o ( a ) V „ ) x / J x , 

and 
Jj;(a, t) = d e t | | 9 x / 9 a | | 

is the Jacobian of mapping x = x(a , t ) and initial density is put to equal 1. 
Notice, tha t variation of the action with by the Lagrangian (66) relative to 
x (a ) gives the equation of motion (46) (or the equivalent equation for vector 
u (47)). 

Due to the presence of magnetic field in the Lagrangian (66), the relabe­
ling symmetry, in comparison with ideal hydrodynamics, reduces. If the first 
two terms in (66) are invariant with respect to all incompressible changes 
a —̂  a (b ) with J|5 = 1, invariance of the last term, however, restricts the 
class of possible deformations up to the following class 

( ho (a )Va )b = ho (b ) . 
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For infinitesimal transformations 

a —̂  a + Tg(a) 

where T is a (small) group parameter the vector g must satisfy two conditions: 

divag = 0, curia [g X ho] = 0. (67) 

The first condition is the same as for ideal hydrodynamics, the second one 
provides conservation of magnetic field frozenness. 

The conservation laws generating by this symmetry in accordance with 
Noether theorem, can be obtained by standard scheme from the Lagrangian 
(66). They are written through the infinitesimal deformation g(a) as integral 
over a: 

/ = y"(u,g(a))da (68) 

where the vector u is given by (16). Putting g = ho from this (infinite) family 
of integrals one gets the simplest one 

Ich = / (v, h)dr 

which represents a cross-helicity characterizing degree of mutual knottiness 
of vortex and magnetic lines. 

The conservation laws (68) are compatible with the Weber-type transfor­
mation. Really, substituting (48) into (68) and using (67) one leads to the 
relation 

(uo(a),g(a))(ia. 

Hence conservation of (68) also follows. Note that if one would not suppose 
an independence of uo on t then, due to arbitrariness of g(a), this could be 
considered as independent verification of conservation of solenoidal field uo: 

d 

The MHD equations expressed in terms of Lagrangian variables become 
Hamiltonian ones, as in usual mechanics, for momentum p = x and coordi­
nate X. These variables assign the canonical Poisson structure. 

In the Eulerian representation the MHD equations can be written also in 
the Hamiltonian form [14]: 

Pt = {p,H}, vt = {v,H}, ht = {h,H}, 

where noncanonical Poisson bracket {F, G} is given by the expression (9). As 
for ideal hydrodynamics, this Poisson bracket occurs to be degenerated. For 
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example, the cross helicity Ich serves a Casimir for the bracket (9). The reason 
of the Poisson bracket degeneracy is the same as for one-fluid hydrodynamics 
- it is connected with a relabeling symmetry of Lagrangian markers. 

For incompressible case the Poisson bracket (9) reduces so tha t it can be 
expressed only through magnetic fleld h and vorticity i7: 

{F,G} 
SF SG 

curl—— X curl-—-
oh Oi/ 

SG SF 
curl—— X curl-—-

oh Si/ 
(fr (69) 

n 
,SF , SG 

curliTTT X curl—— 
O J / O J / 

d-^r. 

This bracket remains also degenerated. 

9 Variational Principle for Incompressible M H D 

By analogy with incompressible hydrodynamics, one can introduce ma­
gnetic line representation: 

h( r , t)= S{r - R ( a , t ) ) (ho (a )Va)R(a , t)rfa. (70) 

For vorticity the analog of vortex line parametrization (29) can be obtained, 
for instance, as a limit e —̂  0 of the corresponding representations for the 
two-fluid system. Calculations give [21]: 

n{r,t)= / ( 5 ( r - R ( a , t ) ) ( ( I 2 o ( a ) + c u r l a [ h o ( a ) x\J{a,t)])V^)'R{a,t)(fa, 

(71) 

Here the fleld U(a , t) is not assumed solenoidal, as well as the Jacobian of 
mapping r = R(a , t ) is not equal to unity. 

From the corresponding limit of the two-fluid system to incompressible 
MHD it is possible also to get the expression for Lagrangian 

L = /"d3a([(hoVa)R X (UVa)R] • Rt (72) 

+ 1 / 3 f d^a{[R.t X R] • (I2oVa)R) - ? / { I 2 { R , U } , h { R } } . 

The Hamiltonian of the incompressible MHD TLMHD in terms of U(a , t) and 
R(a , t ) takes the form 

n MHD — 
1 /• ( (ho(a)Va)R(a))^ 

87r d e t | | a R / a a | 
d-^a-\ 
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, . ^ . ,̂ (i^aid^a2, (73) 
8TV J J |R(ai)-R(a2)| ' ' ' ^ ' 

where we introduce the notation 

i7(a,t) = i7o(a) +curla[ho(a) x U(a,t)]. 

Equations of motion for U and R follow from the variational principle for 
action with Lagrangian (72): 

[(hoVa)R X Rt] • (dR/dax) = Sn/SUx, (74) 

[(I2(a,t)Va)R X Rt] - [(hoVa)R x (UtVa)R] = Sn/S-R. (75) 

These equations can be obtained also directly from the MHD system (5-7) 
by the same scheme as it was done for ideal hydrodynamics. 

Thus, we have variational principle for the MHD-tjrpe equations for two 
solenoidal vector fields. Their topological properties are fixed by i7o(a) and 
ho (a). These quantities represent Casimirs for the initial Poisson bracket 
(69). It is worth noting that the obtained equations of motion have the gauge 
invariant form. This gauge invariance is a remaining symmetry connected 
with relabeling of Lagrangian markers of magnetic lines in two-dimensional 
manifold which can be specified always locally. Coordinates of this manifold 
enumerate magnetic lines. This symmetry leads to conservation of volume 
of magnetic tubes including infinitesimally small magnetic tubes, namely, 
magnetic lines. This property explains why the Jacobian of the mapping 
r = R(a,t) can be not equal identically to unity. 
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Quasi-Two-Dimensional Hydrodynamics 

and Interaction of Vortex Tubes 

V.E. Zakharov 

Landau Institute for Theoretical Physics, 2 Kosygin str., Moscow 117334, Russia 

1 Introduction 

This paper is long overdue. Most of the results presented here were obtai­
ned in 1986-87. Just a small portion of them (the equations for the dynamics 
of a pair of counter-rotating vortices and their self-similar solutions) were 
published in time - in 1988 [1]. The publication was very brief and did not 
include any details of the calculations. 

Nevertheless, it was noticed and then generously cited by R. Klein, A. 
Majda and K. Damodaran [2]. In this publication I would like to express my 
gratitude to these authors who reobtained an essential part of the results 
published below. In spite of the fact that some of the results published below 
(equations for the systems of almost parallel vortices) could be found in 
their article, I believe that my paper deserves to be published. Some of the 
results presented here are completely new, and, which is more important, the 
methodology published here is completely different from the one used in [2]. 

In this article we develop a systematic approach to study stationary and 
nonstationary flows of ideal incompressible fluid under assumption that the 
gradients in one preferred direction z are much less than the gradients in the 
orthogonal plane. Such flows could be called quasi-two dimensional. There are 
two motivations for paying a special attention to this class of fluid motion. 

One is connected with the classical problem of the " blow-up" in the Euler 
equation. According to the most plausible scenario, (see, for instance, [3]), 
in the point of blow-up the vorticity becomes inflnite. As far as vorticity is 
a vector, this assumption presumes that the flow near the blow-up point is 
almost two-dimensional and the velocity fleld is concentrated mostly in the 
plane orthogonal to the vorticity vector. An elaboration of this regular tool 
for description of this type of flow looks very timely. 

Another motivation is the vortex dynamics. This is a subject which has a 
chance to become the backbone of the future theory of turbulence. Probably, 
there is no way to explain qualitatively and quantitatively the fundamental 
phenomenon of intermittency but a careful study of the dynamics of the 
vortex tubes or their systems in a real three-dimensional nonstationary flow. 
"Vortices are the sinews of turbulence" said K. Moffatt (look at his lecture 
on the Seventh European Turbulence Conference [4]). 

T. Passot and P.-L. Sulem (Eds.): Proceedings 1998, LNP 536, pp. 369-385, 1999. 
© Springer-Verlag Berlin Heidelberg 1999 
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2 Quasi-Two-Dimensional Hydrodynamics 

Let us consider the dynamics of incompressible and inviscid fluid. We will 
describe the fluid motion by means of two stream functions <]^ and <P. We put: 

Vy = -^x+^yz (1) 

/ 92 92 

where 

The components of the 

cu r lv = 

I2i = 

^2 = 

^ 3 = 

vorticity 

i7i i + i72 j 

= 'l'xz-T-
dy 
9 

= ^ - + 9 ^ 
= -A^ ^. 

+ I23k 

A<1> 

A^ 

satisfles the equation 

vW)Qi = { nA)vi. 

The condition of incompressibility V-w = 0 is automatically satisfled in virtue 
of (1). The components of the vorticity are deflned as follow: 

(2) 

(3) 

(4) 

(5) 

(6) 

Prom (6) with « = 3, one can easily obtain the equation for '^•. 

- — Z \ ^ *•+{<?•, Zi^if-} = div^ (A^ -^ V^ <?>,) -

-div^(z\^<?'V^<Z',) + {z\^ <?',<?',,}. (7) 

Here and further 
^A,B^=AxBy-AyBx. 

To flnd the equation for ^ one can notice that the expression 

does not include "^. 
From (6) with « = 1, 2 one can calculate dS/dt. Cumbersome calculations 

lead to the following result: 

Z\^ ( - Z\ <?>, + {^, A-^}) = A I l / i ^ (V^ ^f - divZi^ tf' V^ <?•} 

az 
d 

+ Ady^-^z, V^A^) - —divA^^V^A^.{9) 
oz 
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The system of equations (7), (9) is just a little bit bizarre form of the Euler 
equations for incompressible fluid. They can be transformed to the Navier-
Stokes system by the simple change 

d d 

where z/ is a viscosity coefficient. 
Equations (7) and (9) preserve the integral of energy 

(10) 

E \ f {{y±1^f + {A^<Pf}drdz; dE 
~dt 

0. (11) 

The new form of Euler's equation is good for the description of quasi-two 
dimensional stationary and nonstationary flows, when 

Let us flrst put 

d d d 
dz dx' dy 

d^ d<P 

Then 

dt 
d 

m 

Ai ^ 

Ai ^ 

(12) 

(13) 

Equation (12) is a standard two-dimensional Euler equation for an incom­
pressible fluid. The passive scalar equation (13) describes a transport of the 
z-independent vertical velocity. 

In the next step we keep in (7), (9) the terms linear in d/dz. One obtains 
the following system: 

d 

m 
A, 

A^^ - {^, A^^} = divj 

A^^t + {^,A^^} 

d 

Ai^^Vi^^ - Ai^Vi^^^ 

d 
dz 

A^iy^^f -div^A^^V^^ 

A^{V^^,, V^A^^) 
d: 

• d i v I Z\ I <?V I Z\ I <?. 

(14) 

(15) 

The system (14), (15) describes a generic almost two-dimensional nonstatio­
nary flow of an incompressible fluid. If one assumes that the vertical velocity 
is small (ŵ  <C Vx,Vy), the equation (15) can be simplifled into the form: 

A^<Pt + {1',A^<P}) = 
d 

A^{Vi_^f - d[v^Ai_^Vi_^ (16) 
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This is remarkable tha t both systems (14), (15) and (14), 16) preserve the 
energy integral (11). Both are Hamiltonian systems, having the same Ha-
miltonian (11), but different Poisson's structures. In this article we will not 
discuss this interesting question in more details. 

It is important to explore how far the approximate systems (14), (15) 
and (14), (16) differ from the exact Euler equation. One can use the axial 
symmetric case as a test. In this case 

«0 = 

Vr = <Prz-

Plugging (17) into (14) we find tha t v^ satisfies the exact equation 

aif-
dr 
1 d 
r dr dr 

dv4, 

~dt 

dv. '4> dv 0 , VrV^ 
= 0. 

or oz r 

Equations (15) and (16) transform into the following reduced equations 

d I dvz dvz dvz \ 1 d 2 

dr 

1 d 2 

r dz ^ 

dz r dz ^ 

(17) 

(18) 

(19) 

(20) 

(21) 

At the same time the exact Euler equation after excluding the pressure takes 
the form 

1 d 2 

r dz *^ 

(22) 

There is one more modification of the quasi-two dimensional hydrodyna­
mics. Instead of (16) one can use a more exact equation 

A'^t + {'^,A'^}] = 
d 

dz 
1 

A^{yi_^f - d\vAi_^yi_^ (23) 

In the axial symmetric case it leads to the following modification of equation 
(22): 

d dv, d dvr 1 d n 

dr dt dz dz 

The difference between A<P and A±<P 

A^- A\^ = 

dz 

d^^ 

~d^ 

(24) 
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is of the second order in d/dz and looks to be negligible. We will see further 
that this is not quite right. In some cases the approximation (16) is too crude, 
and the more exact equation (23) should be used to obtain the correct results. 

Comparison of (19) and (21) demonstrates the fact that in the quasi-two 
dimensional equation one takes into account only the lowest order in d/dz. 

3 Dynamics of the Isolated Vortex Tube 

In this chapter we apply the derived quasi-two dimensional hydrodynamic 
equations for the description of the dynamics of a single vortex tube. We will 
assume that the core of the tube is axially symmetric and small with respect 
to its characteristic curvature radius. 

Let the central line of the tube be given by the formula 

X = Xo = a{t, z) 

y = yo = h{t,x). (25) 

One can introduce polar coordinates in the coordinate frame attached with 
the vortex line 

X = a-\- rcos<j) 

y = b + rsm(f>. (26) 

Now 

{A, B} = ^ (^Ar B4, - A4, Br) (27) 

d d - 8 1 • d 
— > Df = — (a sin 4> + b cos </>) — (a cos (p — b sin (p) —— 
ot at or r 0(p 
0 d ^ 1 d 

— )• Dz = T, («' sin (j) + b' cos </>) — (a' cos (p — b' sin (p) ——. (28) 
oz oz or r 0(p 

In polar coordinates 

d^ I d ^ ^ 

dr r d(p 
1 aif- d 

Vr = D,<P 
r d(p dr 

rr '^ d ^ I d^<l> 
Vz = -U= — — r ^ - - - - (29) 

r or r^ o(p^ 
1 d 1 â if-
r or r^ o(p^ 

1 d 
r 0(p 

n^ = --D,^^ + ^A^^. (30) 
r or 
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In the new variables, equation (14) can be rewritten as follows: 

1 1 ^ / ^ ^ \ 

-(^rn^,-^^) =DtA^^--—r[u—D,^-Q, — D,^\ 
r \ J r or \ or or I 

I d ( d d \ 

In this article we will use only simplified equation (16). In polar coordinates 
it reads 

^^ [h i'^' + h i'^"'^^^ - '̂ '̂ ) - ;̂  "̂̂  "̂̂^ - ̂  '^^) • (32) 
If a = 6 = 0, systems (30), (31) and (30), (32) have a trivial solution 

^ = Mr); <? = 0, (33) 

describing a solitary stationary vortex tube. In this case only the angular 
component of velocity exists 

V, = - ^ , (34) 

while the vorticity reduces to its vertical component 

n3 = -no = -j-r%r, (35) 
r or 

where i7(r) is an arbitrary function. We will assume that this function has a 
finite support. In another words: 

^o(r) ^0 if {)<r <p 

Qoir) = Q if r > p 

Here p can be interpreted as the size of the tube's core. 
Let us define 

/•oo 

r = -2TI / rQo{r)dr. (36) 

This is the total vorticity of the tube. As r —̂  oo, 

r r 
M -^ 7^—, tf'o :^ ; ^ Inr + c. (37) 
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The constant c = c{z, t) is indefinite so far. In presence of a, b (32) is not 
anymore an exact solution. One has to seek the solution in the form 

<I^ = %{r,z,t)+<I^'{r,z,4>,t) (38) 

^ = Mr,z,t)+^'{r,z,4>,t). (39) 

Here !?•', <P' are periodic functions of (f>: 

Let us introduce the complex coordinate of the vortex line (the center of the 
vortex tube) as 

w = a + ih. (41) 

The derivative w' = dw/dz is a dimensionless parameter characterizing the 
angle between the tangent to the vortex line and the vertical axis. We assume 
that this angle is small, 

Another small parameter, 

e < 1. (42) 

jj, - fjw", (43) 

is the ratio of the size of the vortex line to its curvature radius. We assume 
that this parameter is small too, 

M < 1 . (44) 

All components of the Fourier series (39) are small and can be expanded in 
powers of e and /x. The question about order of magnitudes averaged in angle 
stream functions tf'o and ^o is more delicate. In principle, a shape of tube 
described by the function tf'o(r, z, t) can essentially depend on z. 

In a long run this dependence can cause the development of intensive 
vertical flow, described by a relative high value of ̂ o- But all these effects 
are out of a scope of this article. We will assume that ^o, as well as the 
difference tf'o(r, z, t) — tf'o(r) are small, and in the flrst approximation can be 
neglected. 

In this theory the leading terms in the expansions (39) are: 

<?> - <?>i e*"̂  + ̂ l e-''^ (45) 

iZ''-iZ'ie*'^ + iZ'i*e-*'̂ . (46) 
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In the terms of w^w* the derivatives (28) can be rewritten as follows: 

dt 2\ Jdr 2r\ J d4> 

^- s +1 (-''" - •" • '-*) i - i (•"''"+•" • --'%• '"' 
Using (44), (45) one finds: 

n' c^^nie^-^ + nie-^'^. (48) 

Here 

Tj (^ d d l \ _ 
Ui= \-Trr^ ;j\^i = L^i 

\r or or r^ I 

f i d d l \ 
n,= l - r - U,=L^, (49) 

\ r or or r^ 

and 
1 a d 1 

r dr dr r^ 

At leading order in e, /x, equation (31) can be rewritten as follows: 

1 1 1 9 9 
L-^OrUi = -w'-—r — ^ l . (50) 

r A r or or 

This equation can be integrated twice. The result is 

U, = ^^w'%r- (51) 

This result has a very simple physical explanation. To leading order the 
vertical component of the velocity is proportional to the local angular velocity. 
It is just a result of the tilting of the planes where the fluid rotates caused 
by bending of the vortex line. 

This point need to be commented. Actually, formula (45) cannot be valid 
for very large values of r . It is correct only for r <C /, where / is a characteristic 
scale along the vortex line. To flnd ŵ  at r > / one should use the more exact 
equation (23). Now one obtains instead of (50): 

-A<P=-w'%r- (52) 

This equation should be complemented by the boundary condition 

^ —̂  0 at r —̂  oo. 
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The solution of (52) decays exponentially at r —̂  oo: 

Ui C:±IT: r —^ OO. 

This fact makes possible to perform a choice of an unknown constant c = 
c{z,t). The explicit formula for c{z,t) is not important . One has to introduce 
a new stream function !?'o(r) defined as follow: 

%rir)=%r r<l 

%{r) —̂  0 r —̂  oo. 

A correct definition of MI is 

Ml = l^w'%r 

By integrating (52) one obtains 

^1 = - « ; ' - / r^o{r)dr. 
2 r ' 

(53) 

(54) 

(55) 

Hence in the leading order <Pi ^ e. 
For finding tf'i one should use equation (31). After simple transformation 

in the leading order one obtains 

1 I d Id 
-^ — r"^ Qo^i + - — r Qo% (56) 

One can multiply (52) to r^ and integrate over r from zero to infinity. It is 
easy to check tha t the left hand vanishes. The right hand gives the equation 
describing the dynamics of the vortex line 

iw -\- \w'' 0. (57) 

Here 

A = - - / r I2o* 'o(r )dr . 
^ Jo 

(58) 

The vorticity F is defined by (35). Integrating by parts in (56) leads to the 
result 

A 
E 

T 
E = 2'K r tf'o^ dr. (59) 
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Integral (57) diverges logarithmically 

Ec^\nL/p. (60) 

Equation (55) is not a new one, of course. It can be obtained from so called 
" local induction approximation". 

Equation (55) can be solved analytically. The correction tf'i ^^ i^, but the 
explicit expression for tf'i is cumbersome and will not be used further in the 
paper. 

Assuming w c:^ i^-^nt+ikx ^-^^ finds that (56) describes the waves with the 
dispersion relation 

n = Xk'^, (61) 

with A c:^ rinkp. These waves are circularly polarized and rotate in the 
direction opposite to rotation of the fluid in the vortex tube. Equation (56) 
is just the leading term in expansion of a more accurate nonlinear equation 
describing the dynamics of a free vortex line. The developed procedure makes 
possible to flnd this equation up to any desirable accuracy. These calculations 
will be published separately. 

4 Vortex Tube in an External Flow 

In this chapter we study the behavior of a vortex tube in a two-dimensional 
flow. We will assume that the characteristic scale of the flow is much larger 
that the size of the tube core p. In this case one can separate 

If- = tf/Q + *•' + <̂ . (62) 

Here tf'o and !?•' are deflned from (37), while !?• is a stream function of the 
external flow. 

At leading order the most important contribution of the external flow 
appears in equation (14), which should be replaced by the equation 

d 
A^^ - {if-, Ai_ If-} = {if-, Ai_ If-} + dt 

div A, ^A\ ^^ - A, if-Vi <?, (63) 

Omitting the details, we just present the result of influence of the large scale 
flow. Equation (56) should be replaced by the nonlinear Schrodinger equation 

iw-\-Xw =iF{w,w). (64) 

Here 

dy dx dw 
x—ty=w 

(65) 
x—iy=w 
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Equation (64) has a very clear physical meaning : it just describes the trans­
port of the point vortex by the external flow having the velocity components 

_d§ _ d§ 

^ 9 y ' ^ dx 

The system (64) is Hamiltonian. It can be written as follow 

iw = —^. (66) 

Here 

H = I i\\u)'\^+§{u),u))\dz. (67) 

The function !?• is a stream function of the external flow. One can admit tha t 
it depends slowly on z and t. 

We can now mention tha t 
F = U. 

Here U = v^ — ivy is & complex velocity of the external flow. Suppose, tha t 
the external flow is potential 

dvx _ dvy 

dy dx 

In this case U is an analytic function on w. Hence, F is anti-analytic. In a 
potential case 

F = F{w). (68) 

If the external flow is axially symmetric, then 

§ = A{\w\'^) 

F = -iwA'{\w\^). (69) 

Equation (64) takes the form, which is s tandard in nonlinear optics, 

iw + Xw" =wA'{\w\'^). (70) 

Equations (64), (70) may have solitonic solutions, which are very interesting 
from the physical view-point. Suppose, I^ > 0, A < 0. By the rescaling 

dz"^ dz"^ 

one can transform the equation to the s tandard form, neglecting the loga­
rithmic difference, 

iw + w" -wA'{\w\'^)=0. (71) 
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Let us consider the Taylor expansion 

-A'(e) = a + /3e+--- e ^ o . (72) 
Then we obtain the cubic Nonlinear Schrodinger equation 

iw + w" + (a +(3\w\'^]w = 0. (73) I'l 

The vorticity of the external flow 

I d d§ 
^ 3 = — -^^'-^ r or or 

can be expanded at small r as follow 

I 2 3 - 2 ( a + 2/3r2). (74) 

Equation (73) is focusing, if /3 > 0, and defocusing, if /3 < 0. The sign of a 
defines the direction of rotation of the external flow. If a < 0, this direction 
is opposite to the rotation of the vortex tube (the case of counter-rotation). 
For a > 0 the signs of the rotations are the same (the case of co-rotation). In 
a typical case the absolute maximum of external vorticity is located at the 
center r = 0. It assumes a/3 < 0. 

Assuming that this combination is satisfled one can conclude that the 
vortex is described by the focusing NLS in the co-rotational case, while in 
the counter-rotational case one should use the defocusing NLS. This leads 
to another important conclusion: in the counter-rotational case the position 
of the vortex tube outside of the center is stable, while in the co-rotational 
case it is unstable. Let us recall again that this is correct only if the absolute 
value of the external vorticity reaches the maximum at r = 0. If the absolute 
value of the vorticity grows with r, the situation is quite opposite. 

One can easily study solitonic solutions of the equation (70). 

5 Interaction of Vortex Tubes 

Let us study the interaction of a system of n almost parallel vortex tubes 
with vorticities A , • • • , A - The system of vortex tubes can be described by 
the following systems of Nonlinear Schrodinger equations 

iwfc + AfcWfc = - V " ^ — (75) 

(See [2]). The right hand of (75) is anti-analytic in all Wk-
It is interesting to study the interaction of two identical vortices. We can 

put n = 2, Fi = r2 = r and assume that the vortices Ai = A2 are located 
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antisymmetrically with respect to the origin of coordinate. Thus, W2 = —wi, 
and equation (75) can be transformed into the following NLS equation 

iw + w^^ + - — r = 0. (76) 

Another interesting problem is interaction of two antiparallel vortices. In this 
case 1̂2 = —A = —T, Ai = —A2, and one can assume 

Equation 

or 

(75) reads now 

W2 

(see [1]) 

iw -\-

X = 

y = 

= Wl 

w = 

-y 

X . 

= w. 

1 
w — w 

1 

(77) 

(78) 

One can study also the continuous limit of system (75). Suppose, that we 
have a congruency of almost parallel vortices. Each vortex is marked by two 
Lagrangian labels p, q. We can introduce s = p + iq and consider 

w = w;(t, z, s, s), A = A(s, s), r = r{s,s) 

Equation (75) can be replaced by the system 

dw , , , d'^uj f r(s',s')dsds' 

The integral in (79) is understood as a principle value. We can interpret w 
as a displacement of a vortex from its initial position 

t=o 
s. (80) 

6 Instability and Collapse of Traveling Vortex Pair 

Equation (78) has a trivial solution 

y = a = const 

x=—t (81) 

describing the pair of antiparallel vortex tubes moving along the 



382 V.E. Zakharov 

In the moving frame 

System (78) reads 

, _ 1 
2a 

1 1 

y = x". (82) 

X = —V -\ X 

2y 'la 

Linearization of (82) 

leads to the result 

u; = x' + iy = a + xe'^^+'P'^ 

l2 _ -'- „2 , „4 

2a 

The counter-rotating pair of vortices is unstable if 

n' = -^^v'^v- (83) 

P' < A - (84) 
2a?' 

This is the so-called "Crow instability" [5]. It is interesting to study the 
nonlinear stage of this instability. One can look for the self-similar solutions 
of the system (78). 

X = i/to — tA 
Vv^ 

y = Vh^B { --=^ ] (85) 

where A and B satisfy the equations 

\i-A + .A')^-B" + ± 

^{-B + xB') = A". (86) 

Asymptotically as z —̂  oo 

A^ az B ^ pz (87) 

at z —̂  —00 
A —̂  -Q.Z B —̂  fiz. 

Here a, (3 denote some constants. Solution (85) describes the collapse. Vortex 
lines converge (||ct;|| ^^ -y/to — t) and meet at z = 0 in the moment of time 
t = to- At this moment the asymptotic formula (87) is valid for all z, and 
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the vortex tubes are straight hnes angled at z = 0. It is natural to make a 
conjecture that the collapse leads to the reconnection of the vortex tubes. 
But the system (84) is applicable only if the distance between the tubes is 
much greater than the size of their cores (||ct;|| ^ p). Numerical experiments 
[6] show that at |w;| ̂  p vortex cores deform and lose their round shape. They 
become flat, and the process of collapse slows down. 

The system (78) has another class of approximate solutions. Let us sup­
pose that 

y " « ^ - (88) 

Then y satisfles the equation 

y - Q ) =0. (89) 

This is an elliptic equation and the Cauchy problem for this equation is ill-
posed. Anyway it has a family of self-similar solutions: 

{to-ty-

y^ito-trGi-^^—^]. (90) 

To satisfy the condition (88) one has to put 

l>a>^. (91) 

Solution (90) describes a slower collapse than (85) 

7 Solitons on the Co-rotating Vortex Pair 

It was shown in section 5 that the co-rotating pair of identical vortices is 
described by equation (76). The solution 

W = Ae^'^ (92) 

corresponds to the uniform rotation. This solution is stable. But equation 
(76) has interesting solitonic solutions ("dark solutions"). By separating the 
phase and the amplitude 

W = A{z,t)e^'^ (93) 
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One obtains the system 

1^2 + ^ A V . = 0 
at az 

In the long-wave hmit A^z "C -^ system (94) transforms into the hyperbolic 
system 

^A' + ^A'<Pz = 0 
at az 

d^ l,d^,n 1 , , 
1H+2^1^^-A^-'- (^^) 

This is the system of gas-dynamic equations with the exotic dependence of 
pressure on density (P = Inp). It was derived independently by V. Rulan [7]. 

To find the solitonic solutions one has to put 

d _ d 
dt dz 

it 

< ? - e-^o-Poiz-ct). 

Then 

<Po.=c{-l + ^) (96) 

S^ . Ai^ 1 A 

^0 
^ - + ji^-fs) + J-^-0. (97) 

Equation (97) has solitonic solutions if 

c' < 4 . (98) 

The solitons are the "necks" - moving domains of "closing in" of the vortex 

tubes. Equation (97) has the integral 

The maximum of the amplitude A, A^ax = AQ, is reached at infinity. The 
minimum of A is the second solution of the transcendent equation 

UAl.n + - ^ ) + In ^ + -"" t " ^ " = 0. (100) 
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IfBAo<l, 
Amin — CAQ <Ĉ  AQ. 

In the limiting case of c = 0 equation (99) describes the merging of the vortex 
pair into a single vortex. 

One should remember tha t if c —̂  0 A^ —̂  oo at A —̂  Amim and the 
conditions of applicability of the used model are no longer valid. 

The author is happy to express a deep grat i tude to Dr. E. Kuznetzov for 
some very fruitful discussions. 
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